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In the same manner, we must condemn those who employ that curiosity
and love of knowledge which nature has implanted in the human soul upon
low and worthless objects, while they neglect such as are excellent and
useful. Our senses, indeed, by an effect almost mechanical, are passive to
the impression of outside objects, whether agreeable or offensive; but the
mind, possessed of a self-directing power, may turn its attention to whatever
it thinks proper. It should, therefore, be employed in the most useful pur-
suits, not barely in contemplation but in such contemplation as may nourish
its faculties.

(Plutarch, Life of Pericles)

Curiosity is, in great and generous minds, the first passion and the last.
(Samuel Johnson, The Rambler, no. 150)

I loathe that low vice, curiosity.
(Byron, Don Juan)

Pretendre qu'il ne faut pas changer de vins est une heresie; la langue se
sature; et apres le troisieme verre le meilleur vin n'eveille plus qu'une
sensation obtuse.

(J.-A. Brillat-Savarin, Physiologie du gout)

N'est-ce pas un premier element de complexity ordonnee, e'est-a-dire de
beaute, quand en entendant une rime, e'est-a-dire quelque chose qui est
a la fois pareille et autre que la rime precedente, qui est motivee par elle,
mais y introduit la variation d'une idee nouvelle, on sent deux systemes
qui se superposent, Tun de pensee, l'autre de metrique?

(Marcel Proust, Le Cote de Guermantes) *

The philosophic brain responds to an inconsistency or a gap in its knowl-
edge, just as the musical brain responds to a discord in what it hears.

(William James, Principles of Psychology)

Prudens interrogate quasi dimidium scientiae. (Judicious questioning is
virtually the half of knowledge.)

(Anonymous motto)

* Librairie Gallimard. Tous droits reserves.





PREFACE

The topics that are to be treated in this book were unduly neglected
by psychology for many years but are now beginning to come to the
fore. My own researches into attention and exploratory behavior began
in 1947, and at about the same time several other psychologists became
independently impressed with the importance of these matters and
started to study them experimentally. It is interesting that those were
also the years when information theory was making its appearance
and when the reticular formation of the brain stem was first attracting
the notice of neurophysiologists. What came out of these two develop-
ments is, as we shall see, of the utmost relevance to our inquiry.

During the last ten years, the tempo of research into exploratory
behavior and related phenomena has been steadily quickening. This
research has gone on in a number of countries, but mostly in those
where English or Russian is spoken. The book is prompted by the
feeling that it is now time to pause and take stock: to review relevant
data contributed by several different specialties, to consider what con-
clusions, whether firm or tentative, are justified at the present juncture,
and to clarify what remains to be done. The primary aim of the book is,
in fact, to raise problems. The process of raising problems is often hard
to separate from the process of suggesting solutions to problems. I
should not like to guess how long my own attempts at theory will sur-
vive the cumulative erosion of future research, although I have
endeavored to keep them in line with available data. They will, how-
ever, amply serve their purpose if the problems they bring into view
are recognized as ripe for an all-out onslaught on the part of experi-
menters and theoreticians alike. These problems are worth intensive
and methodical study, not because they form a picturesque backwater
that psychologists may enjoy taking a look at when not otherwise
occupied, but because, until we are less ignorant about them, our
knowledge of general psychological principles must be sadly deficient,
even in the areas that have received most study.

The book is intended as a contribution to behavior theory, i.e., to
psychology conceived as a branch of science with the circumscribed



objective of explaining and predicting behavior. But interest in atten-
tion and exploratory behavior and in other topics indissociably bound
up with them, such as art, humor and thinking, has by no means been
confined to professional psychologists. I have had to assume the kind
of previous knowledge that is contained in introductory textbooks on
psychology. Nevertheless, I have tried to supply enough explanation
for the nonpsychologist not to feel lost. This has obliged me, here and
there, to give information that will seem trite to the specialist.

The book has two features that would have surprised me when I
first set out to plan it. One is that it ends up sketching a highly modi-
fied form of drive-reduction theory. Drive-reduction theory has
appeared more and more to be full of shortcomings, even for the
phenomena that it was originally designed to handle. Facts about
exploratory behavior, etc., are often summoned to administer the coup
de grace. It would be ironical if, after all, the study of curiosity pro-
vided this type of theory with its firmest stronghold, and if the study
of the role of curiosity in learning as a whole served to buttress its
claim to far-ranging jurisdiction. There can, however, be little doubt
that more satisfactory formulations will come to light before long and
replace it.

The second surprising feature is the prominence of neurophysiology.
Up to about ten years ago, behavior theorists tended largely to keep
aloof from neurophysiological data, and "neurologizing" became a
term of abuse. It was felt that the psychologist had his own distinct
work to do without following the physiologist like a jackal, and what
was then known about the nervous system seemed too flimsy to be of
much use. Recently things have changed. Momentous discoveries about
the nervous system are now coming in at a rate that leaves the psy-
chologist with hardly enough time to catch his breath, let alone digest
them unhurriedly as they demand. In the areas with which this book is
concerned, it would be too much to say that a clear neurophysiological
picture is already taking shape. But there is certainly a mass of closely
relevant data that nobody interested in our topics can afford to over-
look. Moreover, the techniques for testing hypotheses about the physio-
logical processes underlying attention and exploration are readily
available. Theoretical assumptions like those presented can, if one
insists, be shorn of their physiological content and treated as pure
"molar behavior theory." But to construct such theory without taking
advantage of the guidance that neurophysiology is now in a position
to offer would be improvident in the extreme.

There remains the pleasant task of acknowledging indebtedness to
persons and organizations who have helped in the work of which the
book is an outgrowth. I have been fortunate enough to spend three
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years, relieved of teaching duties, at places with unique facilities for
reading, thinking, experimenting, and, above all, talking to colleagues
with similar interests. These opportunities, to all of which the book
owes an immense debt, were provided by the English Speaking Union-
Yale University Fellowship at Yale University in 1951-1952, a fellow-
ship at the Center for Advanced Study in the Behavioral Sciences in
1956-1957, and an appointment as Membre-Resident of the Centre
International d'Epistemologie Genetique in 1958-1959. Experimental
and other research within the purview of the book was carried out at
Cambridge University, the University of St. Andrews, the University
of Vermont, Brooklyn College, the University of Aberdeen, and the
University of California. The help received from the head or chairman
of the psychology department, colleagues, and students at each of these
institutions is gratefully recalled. My thanks are also due to the Car-
negie Trust for the Universities of Scotland, which financed some
early experiments on exploration in the rat, and to the behavioral
sciences division of the Ford Foundation, whose grant-in-aid supported
various expenses incurred in the writing of the book and some of the
research reported in it.

Those whose ideas, conveyed through conversation or through
correspondence, are inevitably woven into the texture of the book are
too numerous to list, but discussions with Mile. M. Bonvallet, Dr.
M. Jouvet, Dr. R. D. Luce, Dr. B. F. Ritchie, and Dr. I. R. Savage
were particularly valuable. Finally, I must address a special word of
thanks to Dr. H. F. Harlow and Dr. C. T. Morgan, who read carefully
through an early draft and whose critical comments prompted im-
portant changes, and to Mr. R. Walley, who helped with the compila-
tion of the bibliography and supplied the frontispiece.

I should like to express my thanks to the following persons and or-
ganizations who kindly gave permission for the use of quotations or
figures from their publications or of data transmitted through personal
communication: Dr. J. E. Desmedt; Dr. Harry F. Harlow; Dr. Wood-
burn Heron; Dr. A. Hugelin; Dr. K. Lorenz; Dr. H. W. Magoun; Dr.
Gardner Murphy; Dr. Arlo K. Myers; Dr. W. C. Obrist; Dr. Charles E.
Osgood; Prof. J. Piaget; Dr. Roy Schafer; Dr. E. N. Sokolov; Dr. T. E.
Starzl; Dr. O. W. Taylor; Dr. Jack Vernon; the American Psycho-
logical Association; the British Psychological Society; La Fondation
Singer-Polignac; International Universities Press, Inc., New York;
Librairie Gallimard, Paris; Masson & Cie., Paris; Moscow University
Press, Moscow; W. W. Norton & Company, Inc., New York; Oxford
University Press, London; Charles C Thomas, Publisher, Springfield,
Illinois; and The Williams & Wilkins Company, Baltimore.

D. E. Berlyne
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Chapter 1

STIMULUS SELECTION AND CONFLICT

It has, in some ways, been a misfortune for psychology that human
beings are so obliging and compliant. An experimenter has only to
ask them to look at this or that, and they look. He instructs them to
think out the answer to a question, and they make some sort of effort
to do so. The desire not to offend and the fear of appearing foolish
will usually be sufficiently motivating, although some more palpable
inducement, such as monetary reward, may be used to supplement
them.

Principles that these methods have brought to light in laboratories
must obviously be applicable to spontaneous perceptual and intel-
lectual activities in the outside world as well, since the subject does
not hang up his nervous system on entering a laboratory and put on
one of quite a different design. Nevertheless, the ease with which
artificial and extraneous motivations can be induced in human beings
has prevented us from studying the motivational factors that take
control when these are lacking. Human beings are prone to look
at and look for, ask about and think about things, even when nobody
tells them to do so. They indulge in these activities even when there
is nobody at hand to please or impress except themselves and when
there are no obvious and tangible purposes that could be served.
Such activities seem, in fact, often to be pursued "for their own sake."
And we are very much in the dark about the conditions that instigate
and guide them in such circumstances.

Courtesy on the part of subjects does not present quite the same
problems to the animal psychologist. But even he is wont to study
animals when they are faced with some urgent and specific need,
such as to avoid or escape from pain, to secure food, to find and
avail themselves of an opportunity to mate. Until recently, rather
little has been done to find out how animals behave, whether in
the wild or in captivity, when they have nothing particular to do.

This book is going to be concerned with the motivation of per-
ceptual and intellectual activities. It is, however, singularly difficult
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to decide which factors are motivational and which are not. As
research and theoretical analysis have progressed, the problems that
have been recognized as motivational have become harder and harder
to separate from other psychological problems. When definitions of
"motivation" and other terms associated with it have been offered,
they have usually been so closely bound up with one particular
theoretical system or another as to be largely meaningless and useless
to anybody who does not subscribe to that system. Nevertheless,
there are a number of problems that are generally included among
the problems of motivation, and, whether one uses that word or not,
they are ones that psychology must take up.

1. Internal Predisposing Factors. The need for motivational con-
cepts in psychological theory became generally recognized once
Watson's (1919) hope that "given the stimulus, psychology can
predict what the response will be; or, on the other hand, given the
response, it can specify the nature of the effective stimulus" was seen
to be unrealizable as long as "stimulus" meant external stimulus.
Watson himself was fully aware of this limitation, but it took some
time for behavior theory to make adequate provision for the fact
that responses depend jointly on external stimuli and on factors within
the organism. These internal factors determine when a particular
sequence of behavior will start and when it will end. They must
also determine the course of the sequence in conjunction with external
cues; virtually every external stimulus situation is capable of evoking
any of a large number of responses at different times, and the internal
state of the organism must decide which of them will actually occur.

Among the internal factors that predispose an organism for a
certain line of action are the various motivational states—"drives," "ap-
petites," "desires," and "wishes"—that are aroused by deprivations or
by disturbances from without. They account for the fact that organisms
will sometimes eagerly plunge into activities that at other times leave
them indifferent and for their remaining restlessly mobile until certain
"goals" or "purposes" are fulfilled.

There is, of course, a huge variety of internal factors that can
influence the mode of reaction to an external event, and it is by no
means easy to delimit motivational states among them. To some extent,
it is a matter of how long the factor is active. Motivational states
are generally at work for a matter of minutes or hours, thus exerting
their directing influence over a whole succession of responses. In
this respect they differ from thoughts, which are transitory and
control a few responses at a time, and also from habits, which affect
behavior over a large part of a lifetime.

Sometimes, clinical psychologists and other specialists in individual
2



differences picture motives as enduring tendencies to seek certain
ends, lifelong characteristics that distinguish one personality from
another. But these factors are best described as motivational dispo-
sitions and are to be distinguished from motivational staics.

2. The Nature of Reward (Reinforcement). One fact that psy-
chological experiments have established beyond any doubt is that
certain responses are strengthened, i.e.. the}' become more likely to
recur, if they are closely followed by certain consequences, known
as rewards or reinforcing conditions. Whether all responses can be
strengthened in this way, or, in other words, whether all learning is
affected by reward, is still a matter of some controversy. The latest
evidence seems to suggest not. But a large part of behavior is clearly
the result of such instrumental conditioning.

Much of what is commonly called motivation theory might with
advantage be called reinforcement theory or reward theory instead.
But unfortunately the term "reinforcement theory" has already been
reserved for quite a different meaning, namely, the sort of theory of
learning that attaches importance to reward. Tt is natural to inquire,
once the importance of rewards has been made clear, whv certain
agents are rewarding and others not. Other ways of framing the same
question are: "What do all rewards have in common?" and "How
can one predict whether something will act as a reward before trying
it out?" It is a question that some psychologists have preferred to leave
alone, either because they are not interested or because they think it
is impossible to answer for the time being. But others have accepted
the question as a legitimate and challenging one.

It is important to note that, although rewards have usually been
studied as factors affecting learned behavior, promoting its acquisition
and staving off its extinction, they may have a bearing on unlearned
behavior as well. Unlearned responses are apt to weaken and dis-
appear through adaptation or habituation if they are repeatedly
elicited, but their accompaniment by certain environmental events
seems to preserve them. JFor example, defensive reactions to danger
signals will often cease with repeated elicitation, but only if more
immediate indexes of danger no longer follow the signals.

3. Biological Utility. On the whole, agents that act as rewards tend
to be ones that remove threats to survival, and the internal states
that predispose an animal to seek them tend, on the whole, to occur
at times when the physiological need for them is acute. But the as-
sociation between motivational states and rewards on the one hand and
biological utility on the other is far from complete. Human beings, in
particular, have plenty of wants that are not merely unnecessary for
survival but even inimical to it. Nevertheless the motivational aspects
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of a piece of behavior are usually discussed in conjunction with the
biological functions that it may perform.

Some of these points will be considered in greater detail in Chapter
7, when the concept of drive, the most widely used motivational con-
cept, will be examined.

LUDIC BEHAVIOR

Perceptual and intellectual activities have many indispensable con-
tributions to make to the preservation of life and limb and the grati-
fication of deep-seated biological needs such as hunger and sexual
appetite. They can help in the guidance of more or less any response
that acts on the outside environment, and they can thus be influenced
by any of the more familiar and obvious sources of motivation.

The cases that raise the most acute motivational problems, how-
ever, and therefore the ones that will be most instructive to study
from our present point of view, are those in which perceptual and
intellectual activities are engaged in for their own sake and not simply
as aids to the handling of practical problems. In these cases, none of
the more conspicuous kinds of motivation and reward may be in
evidence, suggesting that perceptual and intellectual activities can
draw on special sources of motivation that are peculiar to themselves.
The result is what we normally classify as play or, to use a more
technical and comprehensive term, "ludic behavior" (Latin ludare,
to play).

When Darwin's theory of evolution first began slowly permeating
psychology, which took a few decades after the publication of The
Origin of Species in 1859, it dawned on psychologists that behavior
depends on bodily structures that have emerged from the evolutionary
process. These bodily structures have become established because their
possession favors survival to the age of procreation and prolificity once
that age is reached.

It was therefore only natural that psychologists, once they had
taken the lessons of evolutionary theory to heart, should concentrate
on those forms of behavior that are of unmistakable relevance to the
survival of the individual and the species, such as those bound up
with eating, drinking, mating, rearing of young, sleeping, fighting,
fleeing from enemies, and escaping from noxious agents. And it is not
surprising that the intensive study of these should have deflected at-
tention from other forms of behavior, which occupy animals whenever
they enjoy respite from urgent threats and which are not so manifestly
essential to adaptation. The higher mammals, at least, when tem-
porarily freed from tasks connected with survival, will usually spend
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no more time on rest and inactivity than the minimum required for
recuperation. In human beings, ludic behavior includes everything that
is classified as recreation, entertainment, or "idle curiosity," as well
as art, philosophy, and pure (as distinct from applied) science. To
gauge the strength of the motivations to which these activities respond,
one has only to think of the immense industries that have grown up
to cater to them and consider the economic resources that are devoted
to them by advanced societies, i.e., those that have self-preservative
necessities most firmly under control.

Ludic behavior consists in large measure of what we are calling
perceptual and intellectual activities—seeking out particular kinds of
external stimulation, imagery, and thought. They also include other
elements, such as motor activity and emotional arousal, but these are
apparently, at least in some cases, cultivated for the sake of the
stimulation that results from them.

Hypotheses about the function of ludic behavior have been embar-
rassingly plentiful. There are those who regard it as a collection of
remedies for current difficulties—a safety valve for surplus energy, an
alternative outlet for motives whose direct expression is blocked, or
a means of distraction from other, more distressing matters. According
to other hypotheses, ludic behavior improves the organism's capacity
to cope with future contingencies: it keeps the body's equipment in
trim by providing exercise, it gives parts of that equipment a rest
by bringing other parts into play, or it furnishes skills or knowledge
that may prove serviceable on later occasions. Still other hypotheses
see in it an assortment of by-products, which may be useless in them-
selves, of processes that serve the needs of adaptation: it consists of
an aimless freewheeling of mechanisms that participate in more
earnest operations or of remnants of earlier behavior patterns that
have now been superseded.

There have been few if any efforts to work out and test the
implications of these hypotheses. Ludic behavior forms such a motley
assortment that it is highly unlikely that all of it has just one function.
We can, in fact, hardly expect to make much progress toward explain-
ing it as long as we are so unsure about the ways in which the odds
and ends that we place in that category are actually related to one
another. So far, it is mainly our ignorance that binds them all to-
gether; ludic behavior can best be defined as any behavior that does
not have a biological function that we can clearly recognize.

Most of the attempts that have been made to express the dis-
tinction between ludic and nonludic behavior have begged questions.
The motives associated with nonludic behavior have been referred
to by terms like "physiological needs" or "homeostatic drives." But
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ludic behavior must depend just as much as any other behavior on
physiological processes. As far as we know, it may have its contribution
to make to biological adaptation and, in particular, to the state of
bodily equilibrium and well-being that so-called homeostatic proc-
esses serve to maintain. It may well affect prospects of survival. After
all, as every zoo director knows to his cost, animals will often not live
long in captivity; they may well refuse to feed or to reproduce. And
how long human beings survive after retirement is frequently thought
to be influenced by whether they can keep themselves occupied and
find interests.

In what follows, we do not hope to dispose of all the problems of
ludic behavior. But we shall be specially concerned with the nature
and conditions of "disinterested" perceptual and intellectual activity.
It is true that the responses that constitute such activity, like the
responses that constitute play, may at other times help to defend the
organism against threats to self-preservation. The very enigmas posed
by activities that are eagerly indulged in when there is no clear
biological need for them make it vitally important to study them.
If there are hidden motivational factors capable of keeping organisms
perceptually and intellectually active in the absence of the more
obvious sources of motivation, these hidden factors may well be
at work and collaborating with more familiar motives whenever
looking and thinking assist in the solution of practical problems.

So far, we have been using the phrase "perceptual and intellectual
activities" rather freely without explanation. The time has now come
to characterize the processes that we intend to place under this
heading. At first glance, there are two properties that they all seem
to have in common: they can be described as devices for stimulus
selection, and they can be regarded as ways of reducing or avoiding
psychological conflict. We had best take up these two points in turn.

STIMULUS SELECTION

So far, psychology, and especially behavior theory, has concentrated
on problems of response selection. The question that researches have
usually been designed to answer is "What response will this animal
make to this stimulus?" It is a reasonable question with which to
begin the quest for the laws governing behavior and one that can
be answered with the artificially simple experimental situations on
which a science must depend in its early stages. Most of the standard
experimental situations used by psychologists are designed to study
the effects of one stimulus factor at a time; the stimulus of interest is
made to predominate in determining behavior, and the influence of
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other background stimuli is reduced to a minimum. This is accom-
plished in various ways. The range of background stimuli is kept down
by restricting the subject's stimulus field. Rats are confined to narrow
maze alleys or to soundproof Skinner boxes. Human subjects are placed
in small rooms or cubicles, sometimes in darkness. Such background
stimuli as are left are made as drab and uniform as they can be.
Distracting sounds and lights are excluded. Pretraining trials are given
to habituate rats to the apparatus, i.e., to remove any control the
background may originally have over behavior, and human subjects are
told that they must pay attention. As a result of these and similar
expedients, what the subject does reflects the effect on his behavior
of the sight of a choice point, the sight of a bar projecting from
the wall of a Skinner box, the sound of a buzzer, a visual figure painted
on a card, a question asked by the experimenter or printed on a
sheet of paper, the flash of a light, or the sight of a mechanical
device that is to be manipulated. The experimenter may vary these
factors between groups of subjects or between different phases of the
experiment undergone by the same subjects, or he may vary other
factors and keep these constant. But the effects of background stimuli
can be discounted or marked up to experimental error.

As soon as the experimental situation is made more complex by
introducing several conspicuous stimuli at once or as soon as animals
are studied in surroundings resembling their natural environments, in
which their receptors are inundated with an endless variety of stimuli
coming from all directions, a new question arises: "To which stimulus
will this animal respond?"

It may be felt that this is a bad way to formulate the question.
For one thing, many psychological problems can be put either way.
Suppose we have a rat at the choice point of a Y-shaped maze. We
want to know which of the two branching alleys he will enter. We
can ask, equally well, which response—going right or going left—he
will make to the sight of the choice point, or to which stimulus—the
sight of the right-hand alley or the sight of the left-hand alley—he will
respond by approaching. We can ask how a voter will respond to the
sight of a ballot slip or, alternatively, to which candidate's name he
will respond by marking a cross against it.

Which is the more profitable way to frame the question depends on
the subject's relevant previous behavior. If he has an innate tendency
to react to a complex of stimuli in a particular way, or if he has learned
to perform a particular response m the presence of the whole complex,
we had best talk about the selection of a response to the situation.
If, on the other hand, the subject has innate or learned responses
to separate elements of the complex and has rarely or never been
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exposed to the whole complex together, we can treat the problem
more appropriately as one of stimulus selection.

In the kind of experiment usually performed with the Y maze, a
rat has been exposed to the sight of both alleys at the choice point
on every trial, and he has occasionally gone up the one alley and
occasionally up the other. The problem thus calls for a response-
selection interpretation. If, as sometimes happens, the animal has
been given a series of forced trials, i.e., trials in which only one alley
or the other is accessible and the second alley is blocked off, and he
is being confronted with the sight of both together for the first time,
it would be better to ask which alley will prevail as a stimulus object.
The voter has probably met each of the candidate's names, and
acquired an attitude to each of them, separately. But it may so happen
that he has seen a poster listing the candidates and showing a cross
against one of the names, and that this poster has taught him what
to do in the polling booth.

A further objection might come from psychologists who have taken
the lessons of the Gestalt school to heart. They might remind us that
the pattern consisting of stimulus A and stimulus B presented simul-
taneously forms a new stimulus that is distinct from either stimulus
A or stimulus B presented alone. It is, therefore, a matter of which
response the subject will make to the new stimulus as a whole, and it
is wrong to ask which component of the pattern will determine the
response. There is undoubtedly a great deal of justice in this complaint.
Subjects faced with a pattern of successive or simultaneous stimuli
will often perform some response that is quite different from any that
one of the stimuli would elicit if it were alone. This is a phenomenon
that even associationistically inclined learning theorists have long
recognized and called "patterning" (Hull 1943) or "configural con-
ditioning" (Razran 1939a). The sight of a speed-limit sign combined
with the sight of a policeman may cause a motorist to apply the foot
brake when neither of those stimuli separately would do so.

Nevertheless, the response evoked by a combination of stimuli is
often more or less identical with what would have occurred if one
element of the combination were present alone. In fact, this state of
affairs may well be commoner than patterning, which has been given
prominence in psychological literature because of the problems it
raises. A rat at a choice point may turn his head from side to side,
which he would not do if only one path were available. On the other
hand, he may immediately run down the left-hand alley, which is
precisely what he would have done if that had been the only one
open. The chairman of a meeting, seeing several members raising
their hands, may say, "I am sorry that there will not be enough
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time for all those who wish to speak to do so." He would not have
said this if only one hand had been up. Alternately, he may look at
Mr. X and call on him to speak, which is how he would have reacted
if Mr. X's hand had been the only one raised.

There could, in fact, be no regularity in behavior, and no psychology
to record it, if behavior were not dominated by a small part of the
stimulus situation but depended equally on everything in the environ-
ment. No complete environment is ever duplicated and, in any case,
it would be impossible to catalogue it. It is therefore necessary and,
as it turns out, feasible to make inferences about behavior in the
face of a complex pattern of stimuli from a knowledge of how the
organism behaves in the face of part of the pattern. The problem is
to determine which part of the pattern will be the one to concentrate
on.

The problems of stimulus selection are mostly ones that are just
beginning to be taken seriously by behavior theory. There are good
reasons why they had to be neglected in favor of problems of response
selection for a long time, but a concerted attack on them will be neces-
sary before behavior theory is equipped for complex and realistic forms
of behavior, especially in human beings. In the guise of questions
about awareness, some of the aspects of stimulus selection figured
prominently in the writings of the early, introspective experimental
psychologists, but they were shelved when the behaviorist revolution
took place, largely because the principal preoccupations of the psy-
chologists of that period masked them. Some aspects of stimulus
selection have continued to interest the psychology of perception,
which has been dealing with questions of prime importance for be-
havior theory but has often been carried on in a language that harks
back to the days when psychologists were mainly occupied with
conscious experience and consequently does not always dovetail neatly
into the terminology favored by behavior theorists. During the last
ten years, however, efforts to merge the study of perceptual phe-
nomena with behavior theory have been rapidly increasing and some
topics, like exploration and curiosity, that psychologists have never
really done much about are being eagerly taken up.

CONFLICT

When the introduction of a certain stimulus into a randomly
selected stimulus situation increases the probability that a certain
response will occur, we can speak of the stimulus as associated with
the response. The response will not always be performed when that
stimulus is present, as the influence of the stimulus may be counter-
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acted by some other factor. The conflict situations that we are going
to discuss are illustrations of this. But, to use statistical language,
there will be a significant correlation or contingency coefficient be-
tween the occurrence of the stimulus and the performance of the
response. The word "association" is actually used by statisticians in
the sense we are giving to it, although the usage of the word in psy-
chology has a long and different history.

When a stimulus, external or internal, that is associated with a
certain response occurs, we shall say that the response is aroused,
whether or not it is actually performed. If a stimulus or a set of
stimuli associated with a certain response is present, and the response
is performed, we shall say that the stimulus or set of stimuli has
evoked the response. And when two or more incompatible responses
are aroused simultaneously in an organism, we shall say that the
organism is in conflict. A conflict can, of course, arise in a variety of
ways. For example, there may occur a stimulus associated with each
of the incompatible responses, or there may occur one stimulus as-
sociated with all of them. The stimuli that exert discordant influences
may be internal stimuli, connected with opposing motives or drives.

This use of the word "conflict" may seem questionable. For one
thing, the word suggests something wild and dramatic. Its popu-
larization in psychoanalytic writings has made the connotation of a
violent clash between motivational or emotional forces cling to it and
made it hard to dissociate from other distinctive features of Freudian
theory. But the kinds of psychological conflict that Freud wrote about
are only some of many kinds that can occur. And the effects of con-
flict so graphically described by Freud and his followers are only
some of the ways in which conflict can influence behavior. Conflict of
other, and often milder, varieties is an inseparable accompaniment of
the existence of all higher animals, because of the endless diversity
of the stimuli that act on them and of the responses that they have
the ability to perform.

The word "conflict" is also used in social psychology and sociology
to denote quite a different phenomenon, namely, conflict between
individuals or groups, and that is another reason for misgivings about
it. Hull always used the word "competition" for intraindividual con-
flict, while Pavlov used the word "collision" (stolknovenie). But
it is probably too late now to replace the word "conflict" in the
vocabulary of psychology, and certainly hopeless to dispense with the
notion that it represents.

There are several ways or senses in which responses may be in-
compatible with one another.

1. Innate Antagonism. Two responses might be impossible to carry
10



out at the same time because of the way the organism is constructed.
It is obvious that no organism, no matter how it were designed, could
move backward and forward or raise and lower the same limb at
once. But quite apart from these physical impossibilities, the nervous
system is so arranged that certain pairs of responses, which could
otherwise take place together to the detriment of the organism's
adaptation, will be mutually exclusive. Sherrington (1906) found
several examples of such "antagonisms" between reflexes in the course
of his classical work on spinal reflexes, just as he found other pairs
of reflexes to be "allied" or mutually facilitatory. Thus, when the
muscles which bend a limb are contracted, the muscles whose con-
tractions would straighten the same limb are kept inactive by "re-
ciprocal innervation." When one limb is brought up to scratch a spot
on the skin, the corresponding limb on the opposite side is prevented
from bending, by a similar inhibitory mechanism, and thus made to
support the body's weight.

There is evidence from the literature on conditioned responses
(Konorski 1948) of antagonism between such major classes of activity
as feeding and defense. The formation of a conditioned salivary
response to a painful stimulus or to any extremely intense stimulus
is slow and difficult, apparently because such stimuli elicit strong
innate defensive reactions which conflict with alimentary activity. It
has been shown (Lissak 1955) that the stimulation of certain areas
of the hypothalamus will facilitate alimentary, and inhibit defensive,
conditioned responses, while there are other areas whose stimulation
has the opposite effects.

Innate antagonism evidently exists between perceptual responses
also. It is possible to see Fig. 1-la either as a windmill, in which
case lines 1 and 2 are grouped together to form a sail, or as a Maltese
cross, in which case lines 2 and 3 are grouped together to form an
arm. But it is not possible for a grouping of 1 and 2, excluding 3,
and of 2 and 3, excluding 1, to occur at the same time. The way the
nervous system is made similarly enables us to perceive Fig. l-lb in
either of two ways but not in both ways at once.

2. Learned Antagonism. Responses that are initially quite capable
of simultaneous performance may become incompatible through learn-
ing. This could happen either through mutual conditioned inhibition
or through patterned fear conditioning (see N. E. Miller 1944).

The familiar principle of conditioned inhibition tells us that when-
ever a response is repeatedly reinforced in the absence of a certain
stimulus and repeatedly not reinforced in its presence, the stimulus
acquires the power to inhibit the response. Let us suppose, then,
that two responses, #i and R2, are regularly reinforced if performed
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FIG. 1-la.

separately but not if performed together. We can then expect the
proprioceptive and other stimuli that result from the arousal of Hi to
exert conditioned inhibitory influence on R2 and vice versa.

The second case—that of pat-
terned fear conditioning—would be
realized if the combined perform-
ance of the two responses were
habitually followed by punishment,
but the performance of either alone
were not. The response-produced
stimuli from both would then come
to evoke conditioned fear, whereas
the response-produced stimuli from
either response alone would not.
This is an instance of patterning,
the familiar phenomenon in experi-
ments on learning in which a dis-
crimination is built up between a
combination of stimuli and the

components of the combination, so that the combination evokes a
response which is not evoked by any of the components presented in
isolation. Cessation or avoidance of the punished combination of
responses would be reinforced by fear reduction.

Social psychology provides plenty of examples of both cases. Ask-
ing a favor of somebody in authority while adopting a threatening
posture is rarely rewarded, and so
it rarely happens. Children in our
culture are taught not to speak and
chew food at the same time and not
to frown while shaking hands. Si-
multaneous performance is in such
cases punished by representatives
of society. In other cases, a pattern
of simultaneous responses may have
punishing consequences through
leading the organism into maladap-
tive behavior, as when a child kicks
a ball away while stooping to pick
it up.

The learning that creates antago-
nisms between responses can, like all learning, be incomplete. The
responses may actually be performed simultaneously but with the
strength of one or all of them reduced. In the patterned-fear-condition-

FIG. 1-lb.



ing case, the responses may even be performed at full strength, but
with a state of discomfort or drive ensuing from their contiguity.

3. Occlusion. The third reason for incompatibility between responses
is that an organism can do only a limited number of things at once,
even of things no two of which are mutually exclusive. No more than
a few stimuli or aspects of stimuli can be reacted to, and no more
than a few stimuli or aspects of stimuli can be remembered or
represented by traces for future action. This is in spite of the fact that
the body has such a huge range of effectors, all of which could
physically be activated at once, and the fact that the external and
internal surfaces of the body contain myriads of receptors, all of
which not only can but mostly do receive stimulation and excite
sensory neurons all the time. The bottleneck must clearly lie in the
capacity of the brain to make use of incoming nerve processes and
initiate outgoing ones.

There is a legend that Julius Caesar could read, talk, write, and
think about different topics at once. This is not the place to examine
the historical evidence for this legend, but we can safely assume that
if Julius Caesar was capable of this feat, few other human beings have
been able to emulate it. Broadbent (1952b) did an experiment on
speaking and listening simultaneously. The subjects in his experimental
group were asked a series of questions about some visual figures dis-
played in front of them. The next question was heard while they were
uttering the answer to the last question, and this overlapping reduced
the percentage of correct answers to 70 per cent, whereas a control
group who had no overlapping gave answers of which 98 per cent
were correct. The reciprocal interference between speaking and
listening occurred even though the two activities employ quite distinct
end organs and peripheral nerves.

A further illustration is provided by Mowbray's experiment (1952),
comparing simultaneous with successive presentation of distinct in-
formation to the eye and the ear. The material consisted of sequences
of letters of the alphabet and of numbers, presented in the normal
order with some elements missing. Subjects were required to write
down the missing elements. The simultaneous use of vision and hear-
ing produced significantly more errors of omission than the suc-
cessive use. Yet, the two sensory channels are quite separate and
noninteracting until the brain is reached. The capacity of the brain,
therefore, must be setting limits to the efficiency with which in-
formation from two simultaneously active sources is utilized.

But what exactly do we mean when we say that an organism can
handle only a limited number of stimuli or responses or stimulus-
response bonds in so much time? How can these be counted or
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measured? A large body of recent researches (Broadbent 1958) indi-
cates that the most suitable unit with which to measure them is the
bit of information, introduced by information theory (Shannon and
Weaver 1949), and that how many of them an organism can cope
with depends on their information content. The measurement of in-
formation and the bearing of information theory on the questions that
are of interest to us will be taken up in more detail in Chapter 2.

Meanwhile, we need only mention that it is possible to estimate how
much information resides in the stimuli that an organism is receiving
and how much of that information is preserved in the responses to
which the stimuli give rise. According to computations of this sort
(Luce 1956), the human ear alone appears capable of receiving
10,000 or more bits per second, while the eye, even with color dif-
ferences disregarded, can receive over 4 million bits per second. But
the human being passes on no more than about fifty bits per second
in responding to stimuli. This means that well over 99 per cent of
the information contained in the stimuli exciting human sense organs
is not utilized and has no influence on behavior. It has been argued
that, in any case, the number of cells in the nervous system is not
nearly sufficient to transmit all the information reaching the receptors.

That the limitation is one of information-transmitting capacity rather
than anything else is shown by the fact that two or even more tasks
can often be performed at once, provided that the information-trans-
mission requirements of all of them together is not too high. This will
be the case, for example, when all the tasks except one call for well-
practiced, mechanical sequences of actions in response to familiar
sequences of stimuli. Stimuli that form a familiar, frequently repeated
sequence will be highly probable and foreseeable, which, as we shall
see, means that their information content will be small.

The Biological Significance of Conflict

All these forms of conflict are consequences of the high pitch of
coordination achieved by the higher animals. The lowest invertebrates
have an extremely limited repertoire of behavior; feeding and repro-
duction, for them, are not subject to much variation or amenable to
much planning, and, apart from these two activities, behavior is mainly
a matter of moving in this general direction or that. Their sensory
capacities are restricted to detecting gross differences of intensity
between one sector of the stimulus field and another or between the
stimulus field as a whole from one moment to the next. There is
thus little scope for mutual interference and obstruction among proc-
esses that are launched simultaneously, although this can occasionally

14



happen. If edible objects touch opposite points on the rim of a
jellyfish's umbrella at once, the manubrium (snout), which normally
bends over toward a stimulated point, may miss both. An excited
starfish may tear out its own tube feet with its pedicellaria (nippers).

With the advance of evolution, the range of possible responses
continually widens. The elaboration of musculature permits movement
to be aimed at innumerable precise targets and the body to assume
many postures. The possibilities are augmented beyond measure by
the manipulatory capacities of primates and by the endless variety
of verbal utterances, emotional attitudes, and memory images open
to the human being. At the same time, the range of simultaneously
acting factors that can initiate responses grows commensurately with
the development of specialized sense organs and with the expanding
control over behavior acquired by habits, memories, and thoughts.

Concomitantly with these changes, the nervous system becomes
capable of handling and utilizing more and more information. The
rate with which information is coming in from increasingly refined
sensory apparatus is, however, rising at a much faster rate, so that
there is more and more room for occlusion.

With anything approaching the human level of organization, there-
fore, every waking moment must bring along a torrent of events which
are all potentially capable of instigating behavior processes. To some
extent, the effects of these events will converge, but their demands
on the organism's equipment and ultimately on its musculature must
be mostly irreconcilable and therefore mutually impeding.

It is thus necessary to have arrangements like those that produce
innate and learned antagonisms if a process that is once under way is
not to be constantly tugged from its course by the claims of rival
processes. These arrangements will work well as long as one process
is strong enough to dominate the others. But there will be dangers
inherent in them whenever incompatible response tendencies of com-
parable strength are present. In physics, equal and opposite forces
produce states of immobility and equilibrium. In biology and psy-
chology, immobility in the face of conflict is sometimes advantageous.
It might prevent unduly precipitate action and postpone a decision
until more information is forthcoming. It might prevent an animal
from making itself conspicuous to an enemy.

If continued beyond a few minutes, however, immobility can be
one of the gravest threats to survival that can face an animal. This will
be especially true in the situations that generate severe conflicts, since
these will usually be ones involving urgent biological needs or immi-
nent dangers. It is thus desirable for the organism to be so constructed
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that it does not yield to conflict with paralysis, at least not for long,
but actively strives to overcome the conflict. In most situations of bio-
logical need, an animal is generally better off doing something than
doing nothing, since remaining active holds out the best hopes of dis-
covering a means of relief.

In some circumstances, e.g., when there are a number of equally
effective ways of compassing the same end, a device for selecting one
of the competing courses of action at random will suffice. It is evident
that such devices exist. A hungry animal midway between two rations
of food soon makes for one or the other (Miller 1944). A human being,
told that he must press a key either forward or backward when a red
and a green light appear together, will sometimes do the one and some-
times the other, but he will in any case select one of the responses
within a second or so (Berlyne 1957b). Yet it is noteworthy how
often people faced with a choice between mutually exclusive but
equally acceptable actions will prefer to let fortuitous external stimuli
settle the issue by resorting to something like divination or coin tossing.

Keeping active and making random choices will not, however, suffice
for all conditions. The order of precedence among competing re-
sponses must be governed by rules that maximize biological advantage.
Moreover, the choice among alternative processes should preferably
occur as early as possible in the chain of events between stimulus and
response, both because the earlier the choice, the less the possibility
of disruption, and because limited information-processing capacity will
supervene quite early and compel some rejection of proposals for
action.

The means that higher animals have for handling conflict work re-
markably well in normal conditions, well enough for psychologists to
have unduly neglected their study. But they will, of course, sometimes
fail, especially in the face of unusual and exceptionally severe forms
of conflict. Sometimes, an organism is reduced to long-lasting and
perilous immobility. At other times, the product of the conflict is an
unsatisfactory compromise between the competing responses, which
fulfills the aims of none of them. Then there are all the unfortunate
disruptive by-products, many of them outlasting the conflict that gave
rise to them, that we find in emotional disturbance and psychological
ill-health.

In conclusion, we must recall that not all conflicts are amenable to
resolution by stimulus selection. Conflicts between incompatible re-
sponses that are associated with the same stimulus (e.g., conflicts
between habits) and conflicts between responses that are aroused pri-
marily by internal stimuli (e.g., emotional or motivational conflicts)
require other measures to alleviate them. Sometimes, as in the Freud-
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ian mechanism of denial, stimulus selection may help to remove be-
havior from the control of the external confederates of troublesome
internal factors, but this is likely to prove a temporary palliative.

When, however, conflict occurs because incoming information is
excessive or deficient or discrepant, stimulus-selection processes form
the principal means of defense. Such conflicts are rarely among the
most explosive and spectacular ones that can rack an organism. But
they are among the most ubiquitous and recurrent.
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Chapter 2

NOVELTY, UNCERTAINTY, CONFLICT, COMPLEXITY

In the next four chapters, we are going to examine such data as we
have on the factors that govern the various forms of stimulus selection.
We shall be finding, again and again, that the chances of a particular
stimulus pattern in the contest for control over behavior depend,
among other properties, on how novel the pattern is, to what extent it
arouses or relieves uncertainty, to what extent it arouses or relieves
conflict, and how complex it is. All these properties figure in other
areas of psychology, but they come into their own and force them-
selves on our notice with especial importunity when we approach the
problems of stimulus selection.

All of them are eminently quantitative properties. They can plainly
exist in varying degrees, and so ways of measuring them will even-
tually have to be devised. Yet their measurement presents difficulties.
They are all interrelated, and, although our present knowledge does
not allow us to characterize their interrelations with adequate pre-
cision and confidence, the links between them must be uncovered if
their importance for the nervous system is to be understood. There
can be little doubt that the four concepts—novelty, uncertainty, con-
flict, and complexity—are among our most valuable tools for research
into stimulus selection. We must, therefore, attempt to find some tol-
erably stable meanings that can be attached to them and to look at
some of the most manifest ways in which they are connected with one
another.

NOVELTY

Novelty seems to be the most straightforward and the least tech-
nical concept of the four. The word "new" is used commonly in every-
day speech, and most people seem to understand it without much diffi-
culty. But when we ask what exactly it means to say that a stimulus
pattern is novel and how novel it is, we face a whole succession of
snares and dilemmas.
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Short-term, Long-term, and Complete Novelty

To begin with, there are several quite distinct senses in which
something can be new. It can be new with respect to an organism's
total experience or new with respect merely to its recent experience;
it may never have been encountered before, or it may not have been
encountered within the last few minutes. We shall call the former case
complete novelty and the latter short-term novelty. There will also be
intermediate cases of long-term novelty when something has not been
encountered for a period of days. The difference between a stimulus
pattern with short-term novelty and one without must depend on
short-lived traces, such as outlast stimulation for a brief period. But
completely novel patterns can contrast with others only if those which
have occurred before effect permanent changes, of a sort that can be
called learning.

Absolute and Relative Novelty

Another distinction that calls for consideration is that between ab-
solute and relative novelty. An absolutely novel stimulus would be one
with some quality that had never been perceived before, while a rela-
tively novel stimulus or stimulus pattern would possess familiar ele-
ments or qualities in a combination or arrangement that had not been
met with in the past.

This dichotomy itself raises problems immediately. Any new expe-
rience, even if it does not seem to be a combination of familiar ex-
periences, must have some definite degree of resemblance to experi-
ences that have occurred before. It will inevitably be possible to insert
it into an ordering of familiar stimuli or to assign to it values along
dimensions that are used to classify them. The new stimulus can be re-
lated to well-known stimuli by expressing the differences between it
and them quantitatively. A man taller than any seen before clearly
differs only in degree from other men. A hue or an odor may be quali-
tatively different from any others that have been met. But it will be
possible to allot the hue a location in the spectrum and to locate the
odor in any of the multidimensional schemes for classifying odors that
have been proposed.

These facts might be of minor importance for psychology if it were
merely a matter of classification by an external observer. But what is
important is that the nervous system relates any novel incoming stimu-
lus to stimulus categories that it already recognizes; a new stimulus
will evoke responses corresponding to familiar stimuli by generaliza-
tion, and it will evoke them with strengths corresponding to its re-
semblance to the stimuli with which the responses were originally asso-
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dated. For any adult human being, or even any adult dog, cat, or rat, a
new stimulus must be similar to, and relatable to, a host of familiar and
frequently experienced entities. However bizarre a nonsense figure
may be that is shown to a human adult, it must consist of lines, angles,
and curves such as he has seen on countless occasions. Experiments
like those of Bartlett (1932) show that human subjects invariably
react to unfamiliar, meaningless material by observing that it is like
something with which they are acquainted, while noting in what ways
it differs. When we come to new ideas or facts, which are expressed in
familiar words arranged according to familiar grammatical forms, the
point is too plain to be worth laboring.

The Problem of Novelty

These considerations lead us to what is really the crucial puzzle
about novelty. If all novel stimuli (in whatever sense of the word
"novel") have certain effects on the organism that stimuli lacking in
novelty do not have, they must have some property in common to
produce this effect. But what do all novel stimuli have in common
except the purely negative property of not having occurred earlier?
One would suppose that if they have positive effects on the organism
—and the following chapters will contain evidence suggesting stronglv
that they do—a positive effect must be produced by something posi-
tive. Most classes of stimuli that share a common effect on behavior
do so because they share definite physicochemical properties that cause
them to activate particular receptors in particular ways and ultimately
to activate particular units of the nervous system. But novel stimuli
cannot be distinguished by physicochemical properties; stimuli with
identical physicochemical properties will later be familiar.

There would appear to be two possible solutions to the problem of
novelty. They are not necessarily mutually exclusive alternatives. It
seems, on the contrary, that both have some validity. The first hypoth-
esis (which we may call the habituation hypothesis) is that novel
stimuli owe their collective properties to the fact that they have not
yet had a chance to lose effects that all stimuli originally possess.
It is obvious that all stimuli are novel at some time, and so all stimuli
must at some time have the effects peculiar to novelty. But having
once occurred, and especially having occurred repeatedly, they must
lose these effects. This might be the result of some process resembling
the habituation of an unlearned response. Unlearned responses, if re-
peatedly evoked, often undergo both temporary and chronic declines
in strength (Peckham and Peckham 1887), and such temporary and
chronic habituation processes could rob stimulus patterns of the effects
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peculiar to short-term novelty and to complete or long-term novelty
respectively.

The second hypothesis is that novel stimuli are alike in inducing
conflict. There are various reasons for the feeling that the habituation
hypothesis by itself is not enough. From what we know of stimulus
generalization, we can assume that any new pattern of stimulation
that impinges on a sophisticated adult mammal will be sufficiently
similar to several familiar stimulus patterns to evoke responses appro-
priate to all of them and that many of these responses will be incom-
patible. Furthermore, many responses of adult mammals will have
figured in previous discrimination learning; they will have been rein-
forced only in the presence of stimuli with certain characteristics. This
implies that the organism will have learned to perform them only in
the presence of members of the appropriate stimulus class and that
they will be inhibited in the presence of stimuli that fall clearly into
other classes. A novel stimulus is likely to fall midway between
two classes that have figured in a piece of discrimination learning,
so that it will arouse both generalized excitation and generalized in-
hibition of the response, which again means conflict.

Many writers (e.g., Berlyne 1950a, McDougall 1908, Piaget 1936)
have pointed out that some of the effects proper to novel stimuli, in-
cluding their ability to influence stimulus selection, are apparently not
at their strongest with maximum novelty. They seem rather to be most
strongly elicited by an intermediate degree of novelty, with a stimulus
that is rather like something well known but just distinct enough from
it to be "interesting." We are indifferent to things that are either too
remote from our experience or too familiar. A relatively slight varia-
tion in a familiar pattern has a unique piquancy. A side show at a fair-
ground that has a two-headed lady on display may very well attract
more customers than one offering a collection of geological specimens.
Yet the geological specimens may be quite different from anything
that most visitors will ever have seen, whereas all of them will have
seen plenty of ladies' heads, and two heads on one lady are not so
unlike two heads on two ladies.

Human beings will, in fact, often attribute the special interest of an
experience not to its novelty in general but to its novelty in comparison
with a particular set of previous experiences. The two-headed lady, for
example, attracts their patronage not merely because she is a different
phenomenon from any they have previously encountered but because
she differs from the ladies they have encountered in the past. If a
stimulus pattern owes its status as something novel to comparison with
a specific class of familiar patterns, then the presumption is that the
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reactions it arouses include some of those associated with the familiar
patterns as well as other reactions with which these are incompatible.

Degree of Novelty

When we face the problem of measuring degree of novelty, as we
shall have to sooner or later if future developments confirm its im-
portance as a psychological variable, the desirability of exploring its
relations with conflict obtrudes itself still more ineluctably.

How novel a particular pattern is will presumably be inversely
related to (1) how often patterns that are similar enough to be rele-
vant have been experienced before, (2) how recently they have been
experienced, and (3) how similar they have been.

But what do we mean by "similar enough to be relevant," and how
is similarity to be measured? The best answers to these questions seem
to be that a pattern is relevant if some response associated with it is
detectably generalized to the present pattern, and that the degree of
similarity is revealed through the amount of stimulus generalization.

We see, then, that the variables on which a measure of novelty must
depend are difficult to define, let alone measure, without reference to
stimulus generalization.

Moreover, it would be discouraging if we could never determine
how new a stimulus is for a given subject without a complete account
of his past life. We should like to tell how new it is by means of tests
carried out now. And it would seem that such tests would have to
work by ascertaining how far the stimulus in question evokes responses
(including, of course, verbal responses) that can be attributed to gen-
eralization. For the reasons we have already reviewed, the study of the
generalized responses aroused by a novel stimulus is bound to mean
the study of conflicting generalized responses.

Variables Supplementary to Novelty

Before leaving novelty, we must observe that novelty, in any of the
senses we have been discussing, is often accompanied by other prop-
erties, each of which may have its separate influence on the direction
of stimulus selection or the strength of any stimulus-selecting process.
The effects proper to them need, however, to be verified and measured
separately. Yet they have rarely been isolated by experimenters, which
makes it hard to determine exactly what the operative variable is in
much of the literature in our present field of inquiry. The properties in
question are as follows:

Change. Here we refer to a change or movement that occurs while
the stimulus in question is acting on receptors. If a spot of green light
were presented at intervals of a few seconds and then a red light ap-
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peared in its place, we should have an instance of (short-term) novelty
without change, contrasting with the sight of a spot of light changing
from green to red before the subject's eyes.

The extent and rate of the change undergone by a pattern can be
expected to have some importance in determining its stimulus-selection
priority.

Surprisingness. A novel stimulus or a stimulus undergoing change
may, in addition, be surprising. This implies more than that the stimu-
lus was not expected or that it differs from what preceded it. It implies
the existence of an expectation with which the stimulus disagrees.

About the oldest explanatory principle in psychology is one with
variants known as association by contiguity (a concept that can be
traced back to Plato and Aristotle), redintegration (Hamilton 1859),
and sensory integration (Osgood 1957). The principle is stated by
Osgood as follows: "The greater the frequency with which stimulus
events A and B are associated in the input to an organism, the greater
will be the tendency for the central correlates of one, a, to activate the
central correlates of the other, b." In the days of introspective psy-
chology influenced by associationism, the central correlates referred to
were conscious ideas. In modern psychology, they are usually thought
of as neural processes or as implicit responses.

The principle has somewhat different implications when applied to
different cases. First, we must note that the statement that A and B
are frequently contiguous or associated may mean either that they
occur in close succession or that they occur simultaneously. Nineteenth-
century associationists distinguished successive from synchronous as-
sociation. In the one case, b will follow a, and in the other case, it will
accompany a.

Another distinction lies between the phenomena that Osgood calls
evocative integration and predictive integration (although the
more specialized term "redintegration" may be preferable). The
former may occur when the activation of b is especially strong, which
may result from an all but inseparable association between A and B,
from the presence of a large number of stimuli all of which are asso-
ciated with B, or from some abnormal state of the organism, such as
psychosis, hypnosis, or intoxication. The form in which b is activated
will then be identical with the form it takes when B is actually at work,
and the subject may then have a hallucination of B; he may behave
in all respects as if B were there. But more frequently, the activation
of b will be strong enough only for a priming or threshold-lowering
effect (predictive redintegration). It will cause b to occur in response
to a lower intensity of B than would otherwise suffice, or it will increase
the intensity of b produced by a given intensity of B.
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The prominence allotted to expectations and the manner in which
they are interpreted vary widely among contemporary theories. Be
that as it may, an expectation must consist of some process which
"represents" the expected stimulus, i.e., it must have some properties
that vary with those of the latter, and its strength must increase with
the latter's probability. It may be aroused by some sign that has habit-
ually preceded the expected stimulus in the past. Alternatively, it may
be aroused less directly by some stimulus that has never preceded it
in the past but is shown by some inferential process to signify its im-
minent appearance. It will usually also reflect how soon the expected
stimulus will occur.

We are entitled to speak of an expectation of stimulus B only if we
can point to some objective difference between behavior when B is
expected and behavior when it is not, whether the difference appears
before B is due or after. In human beings, expectations may be ex-
pressed in words, and interrogation may be used as a means of ascer-
taining what is expected and how strongly. But this will not always be
possible, as expectations are far from always conscious.

Several indexes of expectation can be identified in mammals. As far
as behavior preceding the expected stimulus is concerned, animals
expecting B act in such a way as to prepare themselves for it, i.e.,
they perform responses that enable them to react more advantageously
when B occurs, whether preparatory responses that ensure maximum
benefit from its presence if its affective value is positive, or avoidant
responses that minimize its impact if it is aversive. Overlapping pre-
paratory and avoidant responses will be anticipatory responses, i.e.,
conditioned incipient or fractional versions of responses associated
with B. Alternatively, the expectation may be revealed by the readi-
ness with which B is recognized or with which another stimulus is
mistaken for it.

We may ascribe the effects of surprise to conflict on the following
grounds. Let us suppose that a stimulus A evokes an expectation of B
but a stimulus X that contrasts with B occurs instead. At the time of
X's occurrence, we shall thus have two responses or sets of responses
aroused, one appropriate to X, evoked directly by X, and one appro-
priate to B, evoked by redintegration. If B and X are distinct, we can
expect the responses corresponding to them to have some measure of
incompatibility, so that conflict will result from the disparity between
what is expected and what is experienced.

Incongruity. We are reserving the term "surprise" for cases where
there is a stimulus inducing an expectation and a later stimulus that
contradicts the expectation. Incongruity, on the other hand, exists
when a stimulus induces an expectation which turns out to be disap-
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pointed by the accompanying stimuli. The expectations involved will
thus be due to synchronous -predictive redintegration. Incongruity re-
quires not merely a combination of stimuli that is novel but a com-
bination differing from, yet having components in common with, one
that the organism has learned to treat as more likely.

The distinction between incongruity and surprisingness will ad-
mittedly be difficult to make at times. We can think of incongruity,
if we insist, as a special case of surprise, since the incongruous pattern
contradicts expectations aroused by the whole mass of past experience.
Alternatively, if the parts or properties of an incongruous pattern are
scanned or apprehended in succession, even though the whole pattern
is there at once, some properties will contradict expectations aroused
by others that were perceived earlier.

UNCERTAINTY AND INFORMATION THEORY

The word "uncertainty" has acquired some notoriety through Heisen-
berg's "principle of uncertainty," also known as the "principle of in-
determinacy," which dominates contemporary theoretical physics. This
principle sets limits to the precision with which quantities like the
position or the momentum of a particle can be measured or even dis-
cussed. If the value of a certain variable can only be placed within the
range of values x to x 4- Ax, but not located more precisely, then Ax
represents the uncertainty of the measurement. If Ax is the uncertainty
of the position of a particle along one dimension, then the uncer-
tainty of its momentum along the same dimension (Ap ,̂.) is greater
than or equal to /J/4TTAX, where h is Planck's constant.

In economics and other fields where decision theory is of impor-
tance, there is much discussion concerning "decision making under un-
certainty" (cf. Arrow 1951, Thrall, Coombs, and Davis 1954). Here
"uncertainty" refers to situations where events have probabilities other
than 1 or 0.

Two intuitively recognizable characteristics of uncertainty are thus
exemplified by these two approaches. One is that uncertainty is greater,
the greater the range of values that a variable may have or, in other
words, the greater the range of alternative possibilities. The other is
that uncertainty is greater, the further probabilities diverge from 0
and 1, so that the maximum of uncertainty is reached when an event
has an equal chance of materializing and not materializing. Both of
these characteristics are reflected in the measure of uncertainty that is
most promising for our present area of inquiry, namely the one used
in information theory (Shannon and Weaver 1949).

Information theory consists of a mathematical language for talking
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about communication channels. As an example of the kind of situation
for which it was originally designed, we may consider a telephone line,
with an observer stationed at the receiving end. The observer is wait-
ing for a signal to reach him, and, before it arrives, he has a list of
classes to which it could belong and knows the probability of its be-
longing to each class. We can calculate a quantity that Shannon called
entropy (H) but which is now coming more widely to be called un-
certainty. It is equal to — 2p* log2 p% "bits," where pi is the probability

i

that the awaited signal will belong to class i. This measure has the
two properties we mentioned: it reaches a maximum when all the pt

are equal, and, when they are equal, it increases with the number of
alternative classes to which the signal could belong.

The observer may have not only a certain degree of uncertainty
about what will be received at the output end of the line but also a
degree of uncertainty, calculated in the same fashion, about what
went into the input. In a perfect communication channel, there will
be a complete one-to-one correspondence between input and output
signals, so that the observer will have the same degree of uncertainty
about both. But in an imperfect or "noisy" channel, the correspondence
will be partial, so that the uncertainty about the input and the uncer-
tainty about the output may have different values.

It soon became appreciated that information-theory measures may
be usefully applied to many other situations than those which concern
the communication engineer. Measures like uncertainty can be applied
whenever we have an event selected from an information space, i.e.,
a set of alternative, mutually exclusive events with a probability as-
signed to each of them. Whenever we have events selected from two
information spaces, we can treat them as input and output signals and
apply other information-theory measures, which refer to the transmis-
sion of information and reflect the extent of the correlation or corre-
spondence between the two spaces.

In psychology, we have, in fact, two information spaces which seem
admirably fitted for treatment as input and output of a communication
channel, namely the stimulus space and the response space. Many
quantities that are of interest to the psychologist (e.g., how quickly a
subject will respond to a stimulus, how accurately he will identify a
stimulus, how likely he is to remember a stimulus correctly a few min-
utes after its disappearance) are very much affected not only by the na-
ture of the stimulus that occurs but also by what stimuli (or responses)
might have occurred instead and how likely they were. They depend,
in other words, on the degree of uncertainty, as recent researches have
abundantly demonstrated (G. A. Miller 1956, Broadbent 1958).

If we are to calculate the stimulus uncertainty or the response un-
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certainty, we must, however, first be able to describe the appropriate
information spaces. This means, as we have seen, that we must be able
(1) to draw up a list of stimuli (or responses) that might occur,
(2) partition these into classes, and (3) assign a probability to each
class. All of these raise perplexities immediately.

1. How do we identify events that might have occurred but did not?
What it means to assert that this or that would have happened if so
and so had been the case is still a question (the so-called problem of
counterfactual conditionals) that logicians have not answered to their
own satisfaction (Chisholm 1946, Goodman 1947). What it means to
assert that this or that might have happened raises all the difficulties
of this problem and others besides. The perennial problem or pseudo
problem of free will hinges on the sense, if any, in which it can be
claimed that, however a man acts, he might have acted otherwise.

From the point of view of an external observer, the problem of
defining the stimulus and response spaces may not be so serious.
For one thing, the external observer is quite likely to be an experi-
menter who has control, through his experimental arrangements, over
the kinds of stimuli that can occur and how often or, through his in-
structions, over the responses that shall be open to the subject. In any
case, he can base his list of alternative stimuli and responses on what
happened in similar situations in the past or on any considerations
that suit his purposes. He may very well have access to facts, revealing
what stimuli and responses are possible, that are not available to the
subject.

Any variables of psychological interest that depend on uncertainty
are, however, bound to be more closely related to the uncertainty of
the subject than to that of the observer. They will depend, in
other words, on what stimuli or responses might occur, and with what
probabilities, from the subject's point of view, and determining which
these are is a more difficult and a less arbitrary matter.

First, the responses that might occur, as far as the subject is con-
cerned, must be the ones that the subject was prepared to make before
the stimulus was received, i.e., ones that were aroused in an implicit
form by whatever conditions preceded the stimulus in question, al-
though their overt expression will have been withheld pending the ap-
pearance of the stimulus. There is evidence that, when we imagine or
think of a bodily movement, some of the processes that would be en-
tailed in the performance of the movement take place; there are weak
but detectable action currents in the muscles that would be used
(Jacobson 1929), and there is also suppression of prevailing electro-
encephalographic (EEG) rhythms in t{>e motor area of the cortex (Fes-
sard and Gastaut 1958).
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Similarly, the stimuli that might occur, in any sense that affects the
subject's behavior, must be ones that the subject is expecting, i.e., ones
that are represented by processes of some sort inside the subject. The
data of learning experiments show that, when a subject expects a
stimulus to which a definite response is attached, i.e., when the sub-
ject is exposed to cues that have frequently heralded such a stimulus,
anticipatory responses will occur, at least in an implicit form. These
anticipatory responses will include the response associated with the
expected stimulus, evoked anticipatorily through conditioning, as well
as preparatory and avoidant responses.

2. Next we have the question of how the set of stimuli that might
occur, assuming that we can enumerate them, is to be divided into
classes. The only meaningful answer is that stimuli that call for the
same behavior in the situation in question should be counted as a
stimulus class, whereas stimuli calling for different reponses should be
placed in different classes. The point is well illustrated in an example
given by Weaver (1948). Most bridge players would be astonished to
find themselves holding thirteen cards of one suit, because they realize
that this is highly improbable. Yet any hand that could possibly be
dealt is just as improbable, since all combinations of thirteen cards
are equally likely. The fact is, of course, that no player can have a
separate response available for each of the millions of hands that are
possible, at least not at the stage of the game that immediately follows
the deal. Each hand is not represented, therefore, as a subdivision of
the stimulus space, but hands are grouped together in broad classes
according to their immediate effects on behavior, e.g., as bad, good,
or freak hands, or as hands calling for the same opening bid. Some of
the classes in these stimulus spaces will, of course, be much less prob-
able than others.

The upshot of this argument is that the partitioning of the stimulus
space must correspond to the partitioning of the response space.

3. When we put our final question, namely, "How are we to allot
probabilities to the various classes of stimuli that the subject treats as
ones that might occur?" the answer is clearly that probability in this
connection must mean subjective probability. The subjective proba-
bility of an event is the strength of the subject's expectation that the
event will occur, and this will be reflected in the strength of the cor-
responding anticipatory response.

So the conclusions to which we are proceeding are as follows: sit-
uations in which a stimulus that may belong to any of several alterna-
tive classes is impending, and in which a subject's behavior is affected
by his degree of uncertainty about this stimulus, are situations in
which responses corresponding to the various alternative stimulus
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classes are anticipatorily aroused. But, since each stimulus class calls
for different behavior, these responses will be incompatible with one
another. Therefore, situations in which uncertainty is of psychological
importance are situations of conflict. If we are to use the formula
-%Pilog2pi as a measure of psychological uncertainty, then the p*
must represent the strengths of competing responses.

Novel stimulus patterns will generally arouse uncertainty, since there
will be no way of telling what will follow them. The expectations that
they induce will depend on what familiar patterns they resemble, and,
especially if they are very novel, they are likely to bear a comparable
degree of resemblance to many different familiar patterns, giving rise
to discrepant expectations. Conditions that arouse uncertainty will, on
the other hand, not necessarily be novel.

Measures of Information

Information theory provides, of course, not only a way of measuring
uncertainty but also ways of measuring information. These sound as
if they ought to be of interest to us, since stimulus-selection processes
can be considered means of bringing the organism into contact with
new sources of information and of determining which items of informa-
tion, from the various sources that are accessible, shall be conducted
through the organism's nervous system to emerge in the form of be-
havior.

There are several distinct measures that are relevant here.
1. The Amount of Information in a Signal. This measure depends

solely on the probability or relative frequency of the class to which
the signal belongs. The smaller this probability, the more information
the signal contains, the amount of information in a signal of class i
being equal to — log2 p% bits.

This quantity is sometimes regarded as a measure of novelty, which
is an example of the confusions that can arise when concepts like
novelty are not examined carefully. It is true that it reflects the rarity
with which a particular kind of stimulus has occurred in the past, and
this is admittedly one of the determinants that must figure in any
measure of degree of novelty. But it does not reflect the other two
determinants, namely, degree of resemblance with previous stimuli
and time elapsing since the last occurrence of a similar stimulus. A
stimulus can belong to a highly improbable class, and yet other stimuli
of that class may have been experienced quite recently.

There is, on the other hand, a close relation between this measure
of information and surprisingness (Samson 1951). A higher animal
can be assumed to possess expectations corresponding to whatever are
the most probable impending stimulus events, given the conditions of
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the moment, and these expectations will have strengths increasing with
the probabilities of the events to which they refer. Stimuli with a low
probability, and hence with a high information content, will thus con-
flict with the predominant expectations.

2. The Rate of Transmission of Information. This is a measure of
the average amount (per signal or per unit of time) by which an
observer's uncertainty about input signals is reduced when he receives
output signals. It can be expressed as H(X) — HY(X), where H(X)
is the initial uncertainty about the input, and Hy(X) is the average
residual uncertainty about the input when an output signal has been
received.

It can be regarded as a measure of the over-all correlation between
input and output signals. Limitations of channel capacity are described
in terms of the maximum rate of transmission of information, and so,
if stimuli are treated as input signals and responses as output signals,
this is the measure that is pertinent to occlusion conflict. If one knows
only the responses of an animal, there is a limit to the inferences one
can make about the stimulus situations in which the responses were
performed. Responses cannot reflect more than a small fraction of the
ways in which stimulus situations can differ.

3. The Amount of Transmitted Information. This measure has not so
far played a large part in the use of information theory either by com-
munication engineers or by psychologists. It is, however, likely to be
the most meaningful measure of information as far as our present area
of interest is concerned. It is the actual amount by which uncertainty
about the input is reduced when a particular output signal has been
received. We may define the amount of information transmitted
through an output signal of class j as H(X) — H(XUj}), where
H(X\UJ) is the residual input uncertainty on receipt of an output of
class / and equals — 2p(Xj|t/y) \og2 p(xi\i/j), Xi being an input sig-
nal of class i.

We can apply this measure whenever we have a stimulus event that
reduces our uncertainty about some other inaccessible (possibly fu-
ture) stimulus event. It can thus be regarded as a measure of the
extent by which conflict is reduced. The amount of transmitted infor-
mation will have as its maximum possible value H(X), which will be
realized when uncertainty about an inaccessible event is reduced to
zero.

There will, however, be exceptional cases where uncertainty can
even be increased by receipt of a signal, so that we should have to say
that a negative amount of information has been transmitted! Suppose,
for example, that there are three candidates, A, B, and C, contesting
an election, with 90 per cent, 5 per cent, and 5 per cent chances of
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winning respectively. A message stating simply that A had been de-
feated would then increase uncertainty from 0.57 bits to 1 bit, and the
amount of transmitted information would be -0.43 bits!

DEGREE OF CONFLICT

The concept of "conflict," as we are using the term, is rather broad.
Conflict, in our sense, must accompany virtually every moment of nor-
mal waking life in the higher mammals. Nevertheless, there must be
more of it on some occasions than on others, and stimulus situations
will obviously be conflictful to differing degrees.

Conflict, whether called by that name or some other, has already
obtruded itself into several lines of psychological inquiry. Both Pavlov
and Freud arrived independently at the conclusion that conflict pro-
duces neurosis, although the types of evidence on which they based
this conclusion and the kinds of conflict they had in mind were very
different. A whole host of writers, taking their cue largely from Freud's
work, have interpreted many forms of normal behavior as devices for
reducing or minimizing conflict. They include not only the dreams,
parapraxes, and other relatively isolated departures from rationality
discussed at length by Freud but also distortions of perception and
thinking and pervasive and lasting personality traits. Conflict has fre-
quently been cited as the principal source of emotion (e.g., Dewey
1895, Luria 1932, Darrow 1935, Hebb 1949, Brown and Farber 1951),
whether emotion is thought of as violent motor activity, as autonomic
activation, or as a disruption of ongoing processes. The difficulty with
which an item will be committed to memory and how likely it is to be
forgotten after an interval are widely recognized as dependent on the
amount of interference among discrepant associative tendencies (Gib-
son 1940, McGeoch and Irion 1952). One of the most consistently
mentioned of all the effects of conflict is an increase in reaction time
(Berlyne 1957b).

These effects are all eminently quantitative. They can all exist in
varying amounts, and the extent to which they occur can be assumed
to depend on how much conflict there is. It looks, therefore, as if we
shall sooner or later be obliged to distinguish and measure degrees of
conflict (Berlyne 1957d).

Degree of conflict must not be identified with the severity of the
effects of conflict. The severity of the effects will depend partly on the
degree of conflict but also on other factors. For example, the kinds of
responses that are competing will play a part: Lewin (1935) and
Miller (1944) have shown why conflicts between approach tendencies
should be less serious, and resolve themselves with greater ease,
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than either conflicts between avoidance tendencies or approach-
avoidance conflicts. There are also bound to be differences between
individuals in conflict tolerance, so that some will be more disturbed
by a given degree of conflict than others. It seems not unlikely that
prolonged subjection to a particular conflict situation will mollify
some of its effects by bringing long-term adaptive mechanisms into
play and will even increase an individual's general conflict tolerance.

It may not be amiss, at this juncture, to remark that frustration and
conflict, which are often treated as one entity, are not identical.
Rosenzweig (1944) marks off primary frustration, in which an aroused
response tendency is prevented from completing itself by the absence
of the necessary goal object (e.g., the frustration suffered by a thirsty
traveler in the desert), from secondary frustration, in which the goal
object is available but some other factor prevents the organism from
fully utilizing it. Secondary frustration can be either external (e.g.,
resulting from the presence of a physical obstacle) or internal. Con-
flict must necessarily produce internal secondary frustration, as at
least one response tendency is either completely suppressed (in cases
of complete incompatibility) or weakened (in cases of partial incom-
patibility). But other forms of frustration need not entail conflict in
our sense of the word.

Determinants of Degree of Conflict

If we ask ourselves what properties a degree-of-conflict measure
should have, there are three that suggest themselves immediately
(Brown and Farber 1951, Berlyne 1954k, 1957Z?, 1957d). Degree of
conflict must surely increase with (1) the nearness to equality in
strength of the competing response tendencies, (2) the absolute
strength of the competing response tendencies, and (3) the number of
competing response tendencies.

Berlyne (1957/?) has secured evidence that all three of these varia-
bles influence one of the most sensitive and easily measurable indexes
of conflict, namely, the lengthening of reaction time. The experiments
in question studied both forced-choice and free-choice reaction times
(RTs). The forced-choice RT is what has traditionally been called
choice RT: the subject is informed that any one of a number of speci-
fied alternative stimuli, e.g., lights of different colors, might appear.
Each stimulus has its corresponding response, e.g., pressing a partic-
ular telegraph key, and the subject is to perform the appropriate re-
sponse as soon as he has identified the stimulus. In the free-choice
situation, several stimuli, each having its corresponding response, are
presented together, and the subject is instructed to respond to any one
of them.
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Both forced and free choices can be assumed to entail conflict. The
free choice means a conflict between response tendencies of about
equal strength, while the forced choice means an unequal contest be-
tween a strong tendency to make the one correct response to the stimu-
lus that occurred and weaker tendencies, resulting from stimulus gen-
eralization, to make errors, i.e., to make responses appropriate to other
stimuli that might have occurred. In the experiments, free-choice RTs
were found invariably to exceed forced-choice RTs, which confirms
that reaction time increases with nearness to equality of strength
among competing response tendencies.

Secondly, free-choice RTs were longer when two spots of moder-
ately intense light constituted each stimulus than when single spots
were employed. If we assume that two spots of light associated with
the same response will arouse the response more strongly than one
spot, we can see that the absolute strength of competing response
tendencies also affects reaction time.

Both of these conclusions receive additional support from the regu-
larly reported observation that forced-choice RTs increase as the stim-
uli that the subject is to discriminate become more similar. When this
happens, incorrect response tendencies due to generalization will be-
come both absolutely stronger and nearer equality in strength with the
preponderant correct response tendency.

The influence of the third determinant, number of competing re-
sponse tendencies, was likewise verified. Both free-choice and forced-
choice RTs lengthened when the number of alternative responses was
increased from two to four. Forced-choice RTs were found by previ-
ous investigators (Merkel 1885, Hick 1952) to undergo a negatively
accelerated increase with the number of alternative stimuli.

A fourth variable that may seem to have a plausible claim to recog-
nition as a determinant of degree of conflict is the degree of incom-
patibility between competing response tendencies. Most writers have
concentrated on conflict between responses which are completely in-
compatible in the sense that one cannot occur at all if the other is
being performed.

But Sherrington (1906) cites cases of partial interference between
reflexes. For example, if both shoulder blades of a spinal dog are tactu-
ally stimulated, one hind leg will scratch but the other hind leg "is
found to present steady extension with some abduction." Konorski
(1948), extending the notion of partial antagonism to conditioned
responses, cites the case of an electric shock which is made into a
conditioned stimulus by reinforcement with food. Electric shocks elicit
strong defensive reactions, which are antagonistic to alimentary be-
havior. Salivation in response to the shock is, however, not alto-
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gether impossible. There is merely slower conditioning and a lower
maximum than with other conditioned stimuli.

Nevertheless, degree of incompatibility does not appear to affect
free-choice RTs. When the alternative responses were ones that can-
not be performed together, e.g., pushing a key forward and backward
with the right hand, the free-choice reaction was no slower than with
two responses that can be performed together, e.g., pushing different
keys forward with right and left hands. Forced-choice RTs were longer
when the alternative responses were incompatible, but this can be
explained by the fact that the initiation of a wrong response can be
corrected more quickly when the other response is to be made with
the other hand.

If we look back at our discussion of ways in which learned incom-
patibility can arise between responses (see Chapter 1), we find pros-
pects of reducing degree of incompatibility to other more tractable
variables. In the case of patterned fear conditioning, the degree of
incompatibility might be identified with the strength of the fear re-
sponse. In the conditioned-inhibition case, the degree of incompati-
bility may be identified with the net strength of the inhibitory influence
of response Ri on response Ro- Instead of speaking of a conflict be-
tween two partially incompatible responses Ri and Ro, we might speak
more conveniently of a conflict between two completely incompatible
responses Ro and R_o, the latter being the inhibition of Ro that is trace-
able to the arousal of R^ The greater the degree of antagonism be-
tween R] and R2, the greater the conflict, since the more nearly equal
in strength R2 and R_o will be.

Degree of Conflict and Uncertainty

Assuming that we can disregard degree of incompatibility or reduce
it to the other determinants, we can now state our requirements for a
degree-of-conflict variable C as follows. We suppose that the members
of a set of responses {R!---Rn} are simultaneously aroused in an
organism, that these responses are such that no two of them can be
performed at once, and that we can associate a value Et with each Rt

as a measure of its strength. The £,- may be one of the recognized mani-
festations of response strength, such as amplitude or speed of respond-
ing, or it may be some intervening variable, like Hull's (1943, 1952)
"reaction potential," whose value can be inferred from these measures.

We require C to be a function of (Ei-'-En) with the following
properties:

1. C is a symmetric function of Ex- • -En, i.e., its value depends on
the response strengths alone and not on which response has which
strength.
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2. C is a continuous function of Ex-• -En, i.e., if any of the E< in-
creases gradually, C will not undergo sudden jumps.

3. C > 0
4. If n = 1, C = 0

5. If £ E» is held constant, C reaches an absolute maximum when

E1 = £ « = • • • = £ „ .
6. If Ei = E2 = • • • = En, and a response Rn + 1 with strength En + 1

is added to the set, C will increase.
7. If every Ex is multiplied by a constant fc > 1, C will increase.
Now, since probability of occurrence is extensively used as a

measure of response strength, either alone or in conjunction with
other measures like amplitude and latency (reaction time), let us
assume that we have some way of transforming each E, into a prob-
ability px. The transformation must comply with the following con-
ditions:

1. 0 < p < 1

2. )pi = l
•i=i

3. If Ei = E2 = • • • = Ew, then px = p2 = • • • = pw

4. If one E increases with the others held constant, then the cor-
responding p will increase and the other p's will decrease.

We then find that the information-theory expression for uncertainty,

H, which is —} pt logo pi, satisfies the first six of the requirements for a

degree-of-conflict function C. But it does not satisfy the seventh. It in-
creases with the number of alternatives, and it increases when their
strengths approach equality. But it does not vary with their absolute
strengths. This is, of course, because the probability of a member of a
set of competing responses can only reflect its relative and not its
absolute strength.

In order to produce a measure that will satisfy all our requirements,
we shall have to multiply H by a scaling factor, representative of the
absolute strengths of the competing responses, such as SE. A possible
degree-of-conflict function would then be C = SE X H.

We can see that, according to this formulation, there can be a great
deal of uncertainty without much conflict, if strong response tendencies
are not in competition. For example, one man may be engaged in a
battle between temptation and conscience, while another cannot make
up his mind whether to buy a newspaper or not. In both cases, the
two alternative responses may have equal probabilities of prevailing,
so that the uncertainty will be 1 bit, but the psychological effects ol
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the two conflicts are likely to be of very different orders of gravity.
It should be noted that the uncertainty involved in our present

discussion is an external observer's uncertainty about the subject's
responses, whereas, earlier in the chapter, we were concentrating on
the subject's own uncertainty regarding the stimuli he will encounter
and the responses he will perform. These objective and subjective
uncertainties are likely to co-vary, but they will not necessarily co-
incide with each other.

An additional assumption that we must make is that there is some
sort of threshold value that the relative strength, p, of a response
tendency must exceed if it is to contribute to conflict. This is justifiable,
for one thing, because there will usually, at any moment, be an
enormous number of extremely weak responses aroused by generaliza-
tion or by weak stimuli, and these cannot be expected to have any
appreciable effect. Secondly, we shall be making use (see Chapter 11)
of the supposition that addition of a new, very strong response to a
set of relatively weak, conflicting responses would reduce the degree
of conflict to a negligible quantity. But the very strong response would
be adding to 2E while it is diminishing H (by diminishing the p
or relative strength of each of the other responses). There must be
a point at which the suppression of the weaker responses is so
complete that the strong swamping response can be made still stronger
without increasing conflict. The reduction of response uncertainty to
below a threshold value is what we mean when we speak of a con-
flict being resolved.

This assumption may seem, at first glance, to disaccord with every-
day experience. There are times, it may be objected, when a person
unvaryingly responds to a recurring situation with the same reaction
(i.e., there is practically no uncertainty about his behavior) and yet
suffers acute psychological distress, because there are factors present
that cause him to perform that reaction with reluctance or that work
in favor of alternative responses, even though these never attain
fulfillment. These are likely, however, to be cases where the perform-
ance of the predominant reaction and the suppression of its possible
competitors entail frustration or fear (see N. E. Miller 1944), whose
effects must be differentiated from those of conflict pure and simple.

In the expression for C or degree of conflict that we have arrived
at, the first term, 5-E, may be thought of as representing the "scale"
of the conflict or the "importance" of the competing responses, while
the second term, H, represents the uncertainty of the outcome.

The information-theory measure of uncertainty is a generalization
of the notion of entropy, as used in statistical mechanics, a quantity
which reflects the randomness of a system or the "imprecision of our
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knowledge about it" (Kittel 1958). Entropy may be regarded as a
measure of how evenly the total energy in the system is distributed.
Moreover, all other things being equal, the greater the entropy, the
smaller the proportion of the energy in the system that is available
to produce work.

So one might, whether as a suggestive analogy or as an assertion of
a deeper correspondence, think of our 2E as a representation of the
total amount of energy invested in the competing response tendencies
and of H as an index of how evenly this energy is distributed among
them. One might, further, think of H, the uncertainty, as an index
of the extent to which energy is drawn on by the competing response
tendencies in the course of counteracting one another and thus
rendered unavailable for behavior acting on the outside world.

There is, however, a striking contrast between the roles of entropy
in physics and in psychology. In physical processes, there is a pro-
gression from less to more entropy. When entropy has reached its
maximum, a system reaches equilibrium, and the process ceases.

As far as behavior is concerned, states of high entropy, uncertainty,
and conflict are states of disequilibrium. The manifold influences that
play on organisms from outside and inside would, no doubt, soon
lead to a degradation of behavior paralleling the degradation of
energy that follows from the principle of increasing entropy, were it
not for special mechanisms that come into play when this biologically
perilous development threatens. Maturation and learning lead away
from the uncoordinated squirming of the newborn infant or the
perplexed groping of an animal in an unfamiliar environment toward
increasing uniformity and predictability of behavior (see Miller and
Frick 1949). The processes of stimulus selection are likewise essential
bulwarks against the menace of excessive entropy, although, as we
shall see, they often work by allowing entropy to enter in manageable
doses.

We may see this, if we so choose, as yet another instance of the
ability of living creatures to form islands of temporary and local
resistance in the tide of mounting entropy which, we are told, is
carrying the universe to a "heat death." This is a theme on which many
writers, from Helmholtz (1869) on, have expended eloquence. Schro-
dinger (1945) describes how organisms keep down or even decrease
their own entropy by absorbing negative entropy from surrounding
objects in the form of foodstuffs, oxygen, and heat. Wiener (1950) has
dwelt on the intake of negative entropy in the form of information, the
opposite of uncertainty. Animals are thus equipped to preserve their
intricate organization for a while and postpone the time when they,
like everything else, must succumb to disintegration.
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COMPLEXITY

Complexity is, without any doubt, the most impalpable of the four
elusive concepts that we are attempting to delimit. One might say
roughly that it refers to the amount of variety or diversity in a
stimulus pattern.

It is, however, possible to enumerate some of the most obvious
properties on which the complexity ascribed to a pattern will depend.
Figure 2-1 will serve to illustrate.

1. Other things being equal, complexity increases with the number
of distinguishable elements. Thus, Fig. 2-lb would be regarded as
more complex than Fig. 2-la.

(a)
o

(c)

kef)

R
[e)

FIG. 2-1.

2. If the number of elements is held constant, complexity increases
with dissimilarity between elements. Thus Fig. 2-lc would be regarded
as more complex that Fig. 2-lb. Complexity can be cut down by hav-
ing identical elements in different locations (e.g., cyclic repetition
or translational symmetry), by having elements that are identical
except for orientation (e.g., reflexive—mirror-image—symmetry, ro-
tational symmetry, and radial symmetry), or by having elements that
have one property in common while differing in other respects.
Conversely, complexity may be lessened by giving elements a similar
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orientation (e.g., figures with regular or geometrical arrangement—cf.
Fig. 2-ld).

3. Complexity varies inversely with the degree to which several
elements are responded to as a unit. Thus Fig. 2-le is less complex
than Fig. 2-lc. A combination of elements may evoke a joint response
either as a releaser for an item of innate behavior or as a configuration
to which a learned response has become attached through patterning.

Spatial arrangement, especially proximity, is likely to determine
whether elements will be treated as a unit or not. It might even be
suggested that similarity between parts reduces complexity because
similar elements tend to be grouped and thus to evoke a joint re-
action, as was indicated by Wertheimer (1923). At any rate, we can
see that complexity depends on the number of psychological parts
rather than the number of physical parts. It depends partly on
physical properties that will be the same for all normal subjects and
partly on habit structures that will vary from subject to subject. A
pattern may thus have different degrees of complexity for different
individuals, but there will be some correlation between them.

Nevertheless, we cannot afford to snub complexity merely because
of difficulty in establishing its exact identity. A variable more or less
coincident with its opposite, namely, "goodness" of configuration, has
been amply demonstrated by the Gestalt school to be an important
property of perceptual figures. How "good" a figure is depends, they
claim, on how effectively a perceptual organization that preserves
it as a unit will fend off competing organizations, how unlikely the
figure is to be misperceived in conditions of poor visibility, and how
far attempts to reproduce the figure from memory will be immune from
distortion. Attneave (1955) has shown that more complex visual pat-
terns are more difficult to reproduce from memory and to recognize
among similar figures.

But the problem of measurement arises for complexity no less
inexorably than for the other concepts that we have been attempting
to analyze. The Gestalt school, while eager to emphasize that figures
can have varying degrees of "goodness," refrained from defining it
and contented themselves with noting its dependence on such proper-
ties as simplicity, closure, regularity, and symmetry (Wertheimer
1923, Koffka 1935). They provided criteria for selecting the "better"
of two patterns that differ only slightly, but they never laid down
rules that would enable one to compare any two patterns for "good-
ness," let alone to measure their exact degrees of "goodness."

The interesting problem of adequately defining the simplicity-
complexity or goodness-of-configuration dimension has remained a
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refractory one, although the urgent need for its solution has been
keenly felt and ingenuity has been lavished on it from time to time.
Some of the most assiduous attempts to deal with it have come from
writers who were interested mainly in aesthetics, and they will be
considered in Chapter 9.

Attneave (1957) asked a large group of airmen to rate polygons for
complexity and found their judgments to depend largely on the num-
ber of independent turns in the contour, the presence or absence of
symmetry, and the mean difference between the angles of successive
turns in the contour. We require, however, a technique for measuring
complexity that cuts across boundaries between classes of stimulus
material and even across sensory modalities. Moreover, Attneave was
investigating what determines the usage of the word "complexity"
in an unspecialized population, and the question of how closely related
this is to variables of psychological significance must be raised.

Complexity and Uncertainty

The most promising of recent attempts to treat goodness of con-
figuration and complexity quantitatively, and the ones that are most
germane to our present inquiry, are those that draw on information
theory (Hochberg and McAlister 1953, Attneave 1954). As we have
seen, the information-theory measure of uncertainty is equivalent to
the average amount of information that will be received from a source
or to the amount of transmitted information that is required for
complete communication (reduction of an observer's uncertainty to
zero).

Now there are various reasons for associating more complex (less
"good") figures with more uncertainty. For one thing, figures with more
parts can assume a greater range of alternative forms, since the parts
can vary independently. And if there is to be some symmetry or other
similarity between parts, the number of degrees of freedom (and
hence the range of alternative figures meeting the specifications) will
be reduced.

Another way of stating much the same fact is to say that more
complex figures, whether they owe their greater complexity to their
number of component parts or to their diversity, will need more data
to describe them adequately. For instance, to identify a member of a
population of squares in a Cartesian plane, two diagonally opposite
points (four coordinates) must be supplied. If a population consists
of irregular quadrilaterals, four points (eight coordinates) must be
specified. If it consists of irregular pentagons, the number of points
required goes up to five (ten coordinates). So complexity can be
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related to the number of alternatives, which is one of the determinants
of uncertainty.

But uncertainty is affected also by the distribution of probabilities
among the alternatives. And this likewise can be related to complexity.
One manifestation of the uniformity of nature is the tendency for like
to be grouped together with like. A consequence of this tendency is
the fact that, once part of a pattern has been identified, the other
parts are more likely to have certain characteristics than others (and,
as a result of the uneven probability distribution to which this gives
rise, uncertainty will diminish from its initial value). In particular,
the other parts will more often than not resemble the part already
revealed. The more repetition there is among the parts already re-
vealed, the greater the probability that the repetition will continue.
And in a pattern which owes its low complexity to its homogeneity,
uncertainty about the rest of the pattern will fade rapidly as one
similar component after another comes into view. We might think
of a series of dots arranged in a straight line; the progressive uncover-
ing of one dot after another from left to right will soon inflate the
confidence with which the arrangement of the remaining dots will
be predicted. If, on the other hand, we had a highly complex pattern
of dots, such as a shower of raindrops might produce, the progressive
uncovering of one dot after another from left to right would leave
uncertainty about the positions of the remaining dots as high as ever.

We have seen how complexity is lessened if elements can be grouped
together to form a combination that evokes a joint response. Combi-
nations with this property will naturally be ones whose components
tend to occur together more often than by chance. There will thus
be a great deal of redundancy among them; the perception of one or
some of them will enable a subject to predict, with a high degree of
confidence, that the others will be perceived also. This is, of course,
another way in which uncertainty can be reduced.

Complexity and Conflict

Pursuing the same line of thought in a somewhat more speculative
direction, we can glimpse possible linkages between complexity and
degree of conflict. Tachistoscopic experiments show that, at least in
some conditions, subjects first identify the general class to which a
perceptual figure belongs and then gradually narrow down its specific
nature and minor details (Vernon 1952, pages 20 to 26). In the
earliest phases of this perceptual process, there "runs a note of
vagueness and uncertainty," and, later, "there is a trial of a succession
of forms in order to find the appropriate one." We may thus surmise
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that the first second of exposure to a stimulus pattern is marked by
conflict between a number of competing perceptual or identifying
responses. It would seem plausible that simpler figures would entail
less prolonged and less intense conflict, both because they would be
identified more quickly and because, once the general class to which
they belong has been selected, there would be (as we have seen)
fewer alternative members of that class to be selected from in the
next stage.

Other accounts of perception picture it as a scanning process, in
which parts of a pattern are responded to in turn. This must obviously
occur when we have a visual display occupying a large area, since
receptors must then be brought into contact with one portion of the
display after another. According to some theories, there may be
scanning even when receptors are steadily focused on a stationary
pattern, the brain registering information from different points of the
pattern in succession. Whenever some parts of a pattern are identified
earlier than others, we can expect some degree of redintegration with
reference to the parts not yet identified. The redintegration may be
evocative or predictive, and it may take the form of expectations,
preparatory responses, or anticipatory responses, perhaps of the neural
processes described hypothetically by Hebb (1949). In a simple figure,
one redintegrative process will probably predominate, whereas a
partial perception of a complex figure, which may be completed in
any of a vast number of different ways, would generate quite a
numerous array of competing redintegrations and thus a great deal of
conflict. If the perception of one part arouses an expectation that the
other parts will resemble it, then a highly complex figure, by disap-
pointing this expectation, may provoke the conflict characteristic of
incongruity.

Further possibilities of conflict, increasing with complexity, come
from eye movements. The assumption that visual patterns with more
distinct parts arouse more numerous visual adjustments is central to
both BirkhofFs and Rashevsky's theories of aesthetic value (to be
discussed in Chapter 9). Birkhoff makes much of the feeling of effort
or tension which accompanies perception and seems to be commen-
surate with the complexity of the perceived pattern. He calls this
feeling the "psychological counterpart of . . . complexity" and as-
cribes it to proprioceptive feedback from motor adjustments. We may
conjecture that the discomfort that accompanies perceptual activity,
especially when it is directed at complex forms, depends rather on
conflict between the discrepant fixations or other adjustments that
are demanded by the many features of a complex form.

Piaget's (1961) theory of perception reveals yet another way in
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which more complex figures may give rise to conflict which is absent
when "good" configurations are contemplated. He has shown that the
size of a visual stimulus element on which attention is focused tends
to be overestimated. Successive parts of a complex figure will, accord-
ing to the theory, receive fixations in a random order, but larger or
more prominent parts can be expected to receive the lion's share of
them. The result is that different parts appear to expand and shrink
in turn as the gaze wanders over the figure. There will be a net
illusion consequent on the uneven distribution of fixations, but this
illusion, being at the mercy of chance factors, will vary in extent from
moment to moment and from occasion to occasion. The complex figure
thus has a succession of incompatible and, we may infer, conflict-
arousing appearances. A "good" or less complex figure is free from
this instability because its component parts, being similar, tend to
attract fixation equally often and to give rise to distortions that
compensate one another and cancel out. The net illusion is thus zero,
and the figure produces the same stable, uniform, conflict-free percep-
tion whenever it is examined.

Finally, we must recognize that reactions to distinct parts of a
pattern, whatever form they take, may, if sufficiently numerous, give
rise to occlusion conflict through limitations of channel capacity.
There may be nothing impossible about buying a hat and a pair of
shoes simultaneously. But if a person has a limited income, purchases
will become more and more incompatible with one another as his
list of coveted possessions grows.

Complexity and Novelty

To complete the cycle, it is not hard to find connecting links between
complexity and novelty. The simplicity-complexity dimension can be
used for the description of temporal as well as spatial patterns, and
a succession of events that contains an item with short-term novelty
will have a greater degree of temporal complexity than one that is
purely repetitious. Furthermore, a pattern with a high degree of
synchronous complexity will probably have a high degree of relative
novelty. This is especially true in a society as replete with geometri-
cally designed artifacts as our own. But animal and vegetable forms
and even, as Kohler (1921) explains, inanimate nature approximate
the circle, the straight line, and other simple configurations more fre-
quently than any particular irregular pattern.

Quite apart from their relative commonness, regular, homogeneous
patterns may act as though they were familiar if only because they
approximate the central tendencies of large classes of irregular pat-
terns. If the rectangles that we encounter are just as likely to have
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their horizontal sides longer than their vertical sides as vice versa,
and if the lengths of their sides are normally distributed, the square
will be most representative of the population by the least-square-
deviation criterion. In the same way, the most representative member
of the class of closed curves will be the circle, with its equality of
curvature at all points.

COLLATIVE VARIABLES

In what follows, we shall need some way of referring collectively
to the variables that we have been discussing in the present chapter.
For want of a more satisfactory term, we shall call them collative
variables since, in order to evaluate them, it is necessary to examine
the similarities and differences, compatibilities and incompatibilities
between elements—between a present stimulus and stimuli that have
been experienced previously (novelty and change), between one
element of a pattern and other elements that accompany it (com-
plexity), between simultaneously aroused responses (conflict), be-
tween stimuli and expectations (surprisingness), or between simul-
taneously aroused expectations (uncertainty).
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Chapter 3

ATTENTION

The first notion that we must examine in our review of processes
contributing to stimulus selection is attention. It is a notion that bulked
large in the introspective psychology of fifty or more years ago, but it
has been rather overlooked by recent psychologists, chiefly because
it was traditionally discussed as an aspect of conscious experience.
Nevertheless, the problems that lie behind it are ones that the study
of behavior will have to face sooner or later.

The word "attention" has had more varied usages than, perhaps,
any other in psychology. It has, however, commonly been thought of
as something with both intensive and selective aspects. On the one
hand, it has been used to refer to processes that determine an
organism's degree of alertness or vigilance, i.e., how effectively be-
havior is being controlled by the stimulus field as a whole. On the
other hand, it has been applied to the processes that determine which
elements of the stimulus field will exert a dominating influence over
behavior. These are logically two distinct functions, but it is widely
felt that closely related processes must be responsible for both.

The two aspects of attention can be described quite easily in in-
formation-theory language. First, there is the problem of how much
information is being transmitted from the environment or from internal
sources of stimulation (e.g., thoughts) to behavior. For example, a
sleeping person displays the same unvarying behavior through a wide
range of environmental changes, whereas the behavior of a highly
alert person reflects the most minute variations in what is going on
around him or inside him. Secondly, there is the problem of which
items of incoming information will occupy the organism's limited
information-transmitting capacity.

As we know from experience, attention can solve this problem with
differing degrees of concentration. At a noisy cocktail party, one can
participate adequately in one conversation at a time and take no
notice of sounds coming from round about. Alternatively, one can
attempt to converse with one person and simultaneously listen to
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what the people behind are saying. This, however, will inevitably
mean missing or misunderstanding parts of both conversations. To put
it more generally and behavioristically, there are times when behavior
depends closely on stimuli coming from one source and remains un-
affected by stimuli coming simultaneously from other sources, and
there are times when it is under the partial control of each of a
number of stimulus sources acting at once.

This corresponds to a range of variation that is always open when
the input end of a communication channel is taking in more in-
formation than the channel can conduct: the channel can transmit
all the information contained in some input signals and lose all the
information contained in the remainder, or it can transmit part of
the information in all the input signals, giving rise to errors of
transmission.

THE RETICULAR AROUSAL SYSTEM

The portion of the nervous system that is now believed to have
most to do with alertness or intensity of attention is the reticular
formation or reticular arousal system (RAS), a column of nerve cells
extending through the lower brain (Moruzzi and Magoun 1949, Brodal
1957, Rossi and Zanchetti 1957). It is called reticular because it
consists of a network (Latin reticulum, little net) of short fibers and
cell bodies with many synapses, rather than a bundle of distinct tracts.

It includes both ascending pathways, leading up to the cortex, and
descending pathways, which influence motor functions. How far it
should, in fact, be regarded as a unified system and how far as a
collection of nuclei is a matter on which neurophysiologists are not
yet in full agreement.

The RAS receives collateral fibers (see Fig. 3-1) from the various
sensory tracts as they rise toward the cortex, and it sends offshoots
all over the cortex in its turn. It forms, therefore, one route by which
excitation can reach the cortex from stimulated receptors. But its
function as part of a diffuse projection system differs sharply from
that of the more direct route constituted by the specific projection
system. The latter preserves information about the exact location and
quality of the stimulus all the way from receptor to cortical projection
area. The diffuse projection system, in contrast, seems to take ac-
count mainly of the urgency of stimuli and to ignore their finely
discriminable properties. Stimuli from all parts of the body's surface
and all special sense organs seem to affect it in much the same way,
and, when it is excited, it may send impulses to alert the whole cortex.

The upper or thalamic portion of the reticular formation, sometimes
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Thalamus

Sub- and
hypothalamus

Reticular arousal system

FIG. 3-1. Outline of a cat's brain, showing distribution of afferent collaterals to
reticular arousal system. (From Starzl, Taylor, and Magoun 1951.)

called the thalamic reticular system or nonspecific thalamic system,
has somewhat different properties from the lower or brain-stem (mes-
encephalic, pontine, and bulbar) portion. It is evidently more com-
plicated both structurally and functionally. Different nuclei within it
are connected with different parts of the cortex, and, unlike the
brain-stem RAS, it can apparently alert broad areas of the cortex
separately (Jasper 1954). In some conditions, stimulation of points
within its boundaries can even have de-activating effects, so that
some writers (e.g., Jasper 1954, Roitbak 195S) believe that it might
inhibit some parts of the cortex while others are activated.

When the reticular formation is injured, somnolence or lethargy is
apt to result. Its excitation, on the other hand, gives rise to the
activation pattern, also known as the arousal pattern or as desyn-
chronization, in the EEG: alpha waves—the regular, high-amplitude,
medium-frequency oscillations (8 to 13 cps in human adults and many
other mammals) that tend to dominate the EEG in waking but relaxed
subjects—give way to fast, irregular, low-amplitude fluctuations. At
the same time, the overt behavior characteristic of a wide-awake,
alert animal appears.

When an animal is anesthetized or sleeping, the specific sensory
pathways continue to transmit excitation to the cerebral cortex. But
the animal does not react to external stimuli overtly, apparently be-
cause the cortex is not receiving its normal quota of excitation via
the RAS. If a stimulus comes along that is capable of energizing the
RAS—a stimulus that is unusually intense, like a loud noise of a
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severe jolt, or one that has special significance, like the faint sound
of crying that reaches a sleeping mother—the organism wakes up,
and the stimulus begins to affect overt behavior.

Peripheral Effects

Excitation of the RAS has a multitude of peripheral effects, both
motor and sensory. Stimulation of the thalamic reticular system
produces an arrest reaction, the animal becoming immobile and ir-
responsive to external stimuli. Once an action has, however, been
unleashed, stimulation of the RAS is likely to make it more vigorous.

Most of the brain-stem reticular formation contains points whose
stimulation facilitates motor functions, but there is a motor-inhibitory
area at its lower, or bulbar, end. These structures collaborate with
the cortex and the cerebellum in the maintenance of general muscle
tonus. They affect the tonic reflexes on which posture depends and
the phasic reflexes that produce transitory bodily movements (Hugelin
1955Z?, Lindsley 1957a).

Stimulation of the RAS heightens the sensitivity of the eye, ap-
parently as a result of photochemical changes instigated through
fibers that carry impulses outward, counter to the mainstream of
traffic, from the central nervous system to the retina (Granit 1955).
It also seems, in the light of an experiment on monkeys performed
by Fuster (1957), to make animals discriminate between objects with
different qualities more reliably and faster, an effect which must
depend on more central portions of the sensory apparatus.

The Arousal Dimension

In addition to the EEG changes that mark intense excitation
of the RAS, referred to as the arousal pattern, psychologists (e.g.;
Duffy 1957, Malmo 1957) are beginning to recognize degree of arousal
as a dimension or continuum, as one of the variables that would have to
be assigned a value if the psychological condition of a human being
or higher animal at any particular time were to be adequately
described. It is a measure of how wide awake the organism is, of how
ready it is to react. The lower pole of the continuum is represented
by sleep or coma, while the upper pole would be reached in states
of frantic excitement.

Emotional States

What are usually called emotional states are, it seems, states of
high arousal (see Lindsley 1951). The visceral and somatic indications
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of emotion appear when brain-stem structures adjacent to the HAS
are directly stimulated. The EEG activation pattern is likely to occur
in tracings taken from subjects who are momentarily apprehensive
or suffer from chronic anxiety states.

It is highly significant that some dimension resembling degree of
arousal is invariably recognized when attempts are made to classify
emotional states. It figures in Wundt's (1896) classical tridimensional
theory of feeling as the "excitement-quiescence" dimension and in
Schlosberg's (1954) recent tridimensional theory of emotion as "level
of activation." "Activity" is also one of the three factors defining the
"semantic space" in which Osgood's "semantic-differential" technique
for measuring affective aspects of meaning (Osgood, Suci, and Tan-
nenbaum 1957) locates words, phrases, and other stimuli.

Autonomic and Humoral Activity

The RAS tends, moreover, to work in close conjunction with the
sympathetic nervous system, so that indexes of EEG activation and
vegetative changes indicative of sympathetic innervation commonly
occur together. When various stimuli are applied to human subjects,
the amplitude of the galvanic skin response (GSR), or rise in palmar
conductance, is positively correlated with decrease in alpha waves
and increase in faster EEG activity (Darrow, Jost, Solomon, and
Mergener 1942). When subjects are engaged in solving multiplication
problems, EEG frequency is positively correlated with heart rate
(Hadley 1941).

Bonvallet, Dell, and Hiebel (1954) have demonstrated that EEG
activation patterns coincide with rises of arterial blood pressure in
cats and dogs under flaxedil (a drug inducing motor paralysis).
Both phenomena occur simultaneously in the course of spontaneous
fluctuations (being accompanied by pupillary dilatation) and also in
response to nociceptive stimulation (of the sciatic nerve), stimulation
of the splanchnic nerve, or an injection of adrenaline.

The active RAS appears also to inhibit the parasympathetic system.
Arousing stimuli will provoke pupillary dilatation, even when the
sympathetic nerve supply to the iris is cut off (Shakhnovich 1958).

It appears, in fact, that the activity of the RAS can be intensified
by the direct action of substances circulating in the blood, as well
as by nerve impulses reaching it from sensory pathways or from the
cortex (see Chapter 7). The power of adrenaline alone to stimulate
the RAS is proved by experiments in which the brain stem is transected
at various levels (Bonvallet, Dell, and Hiebel 1954, Dell, Bonvallet,
and Hugelin 1954).
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Arousal, Vigilance, and Efficiency

It will be appreciated that the relation between arousal and
vigilance can hardly be a simple one. The maximum of vigilance is
likely to coincide with moderate arousal, as behavior is not likely to
be maximally responsive to subtle differences between stimuli in
states of either extreme excitement or somnolence. In information-
theory language, transmission of information from the environment
through behavior will be greatest with a moderately high degree of
arousal.

An inverted U-shaped relation between arousal (as the independent
variable) and some measure of efficiency (as the dependent variable)
has been established in several situations (Freeman 1948, Duffy 1957).
For example, higher scores on an auditory tracking task appear when
subjects are moderately well motivated than when they believe they
are merely helping to calibrate the apparatus or when they are over-
motivated with promises of high remuneration coupled with threats of
electric shock for failure (Stennett 1957b). The motivating con-
ditions that make for the best performance are likewise marked by
an intermediate rise in muscular tension and an intermediate intensity
of palmar conductance. When a single subject is repeatedly tested, his
quickest reactions are found to coincide with medium GSRs (Freeman
1940).

Cortical Activation

Alpha waves are normally present in the EEG records taken from
subjects who are awake without being engaged in any particular
activity, and alpha blocking is thus a convenient and clear sign of
heightened arousal. Alpha activity and arousal are, however, not
inversely proportional to each other. It is true that alpha waves are
replaced by faster and more irregular waves when arousal becomes
unusually intense. But they also disappear, making way for slower
oscillations, when a subject becomes drowsy and falls asleep. The
curvilinear relation between alpha activity and arousal is neatly con-
firmed in an experiment by Stennett (1957a). He put human sub-
jects through a variety of situations designed to produce a variety
of levels of arousal, ranging from resting to performing an auditory
tracking task with monetary rewards and electric shocks depending
on the score achieved. EEG tracings were taken, as well as record-
ings of palmar conductance. Maximum alpha-wave intensity appeared
when conductance was at an intermediate level.

Both Eastern and Western neurophysiologists (see Buser and Roger
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1957, Fessard and Gastaut 1958) are beginning to identify the highly
activated state of the cerebral cortex (produced by impulses from
the RAS and indicated by fast, irregular EEG waves) with the "ex-
citatory" state that figures in Pavlov's theory, and the state of low
activation (indicated by slow EEG waves) with Pavlov's "inhibitory"
state. Non-Russian physiologists and psychologists were inclined for
a long time to view these Pavlovian concepts askance. Konorski (1948)
criticized Pavlov's failure to distinguish between excitation and posi-
tive excitability or between inhibition and negative excitability.
Neurons are known to be capable of exciting and inhibiting one
another through synapses, but these are localized processes, whereas
Pavlov's excitatory and inhibitory states could spread over the whole
cortex or major portions of it.

Recent discoveries have made the notions of widespread modi-
fications in excitability more acceptable, although Pavlov's formu-
lations require considerable reinterpretation and modification. States
of high and low activation can certainly occupy the cortex as a whole
(presumably if the brain-stem RAS is operating) or particular areas
(presumably under the influence of the thalamic reticular system),
and they appear to coincide with states of high and low excitability
respectively.

EEG waves are now generally believed to be connected not so
much with the familiar nerve impulse or "spike" as with the relatively
slow electrochemical changes that have been shown to occur in
dendrites and to affect the ease with which a neuron can be made to
fire (Clare and Rishop 1955, Li, Cullen, and Jasper 1956).

Kennedy (1959) has suggested that EEG patterns may be at least
partially due to mechanical vibrations of the brain, which could be
altered by expansion and contraction of blood vessels. In case this
suggestion turns out to be substantiated, we may note that changes in
the blood supply to the brain may well be associated with changes
in excitability.

THE DIRECTION OF ATTENTION

We shall find ourselves continually coming back to discussion of
arousal in later chapters. Meanwhile, we must turn to the directing or
selective aspect of attention, in view of its unmistakable relevance to
stimulus selection.

There are actually three separate problems that can be regarded as
problems of attention as a process of selection:

1. When an organism is receiving a number of stimuli associated
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with incompatible responses, which will be the stimulus whose re-
sponse is performed? We shall call this the problem of attention in
performance.

2. When an organism is receiving a number of stimuli while per-
forming a response in reinforcing conditions, i.e., conditions con-
ducive to learning, which stimuli will become most strongly associated
with the response? We shall call this the problem of attention in
learning.

3. When a human being is receiving a number of stimuli, which
stimuli will he be able to remember on future occasions? We shall
call this the problem of attention in remembering.

It has often been assumed, if only tacitly, that the three problems
are all one, so that the same principles will determine which stimuli
shall predominate in performance, learning, and remembering. This
assumption is plausible, but it does not necessarily have to be cor-
rect. It requires empirical evidence to establish it, and the necessary
empirical evidence has certainly not been methodically gathered. We
shall therefore take up the three problems in turn and review what
experimental data we have that bear on them.

ATTENTION IN PERFORMANCE

Selective attention has traditionally been regarded as a phenomenon
with two parts to it: the intensification of the process on which at-
tention is being concentrated, and the holding in check of other, dis-
tracting processes. But whether there is intensification or inhibition
depends on what is being compared with what. The process at the
focus of attention seems to be intensified by comparison with those
that are peripheral or by comparison with the same process before
attention was drawn to it.

But we are interested mainly in the comparison between a process
occurring in virtual isolation and the same process when it is compet-
ing with others. From this point of view, the most manifest effect is
the weakening of the responses associated with the stimuli that are
not receiving attention. One has only to think of a child engrossed
in a game. He usually reacts with alacrity when his name is called,
but now he gives no sign of hearing the name at all.

As for the stimulus on which attention is concentrated, we badly
need more investigation of how it is affected by the competition that
it overcomes. As far as we can see, its response is sometimes strength-
ened through an effort to overcome distraction, sometimes weakened
by distraction, and sometimes left much as it would be without
competition.

52



Neurophysiological Mechanisms of Selective Attention

Subcortical Mechanisms. A number of recent neurophysiological
experiments seem to throw valuable light on the inhibitory facet of
attention. They demonstrate the existence of efferent fibers that can
convey inhibitory influences from the central nervous system to the
sense organs and sensory nerve centers. When the central nervous
system is strongly alerted by a stimulus from one sensory mode, it
can use these fibers to block the transmission of other sensory proc-
esses, so that the organism can devote itself more fully to events of
overriding significance.

Such inhibitory fibers were found by Galambos (1956) in the
auditory nerve of the cat. Their artificial excitation depressed the
electrical activity that auditory stimuli produce in the cochlear nucleus,
the first substation on the way from the ear to the cortex. Other ex-
periments have implicated the RAS. It has been reported (Hernandez-
Peon, Guzman-Flores, Alvarez, and Fernandez-Guardiola 1956, Her-
nandez-Peon, Scherrer, and Jouvet 1956, Hernandez-Peon 1957) that
stimulation of points in the reticular formation of the cat will block
activity in sensory pathways whose receptors are simultaneously
stimulated. Vision, learning, smell, and cutaneous sensitivity have all
been shown to be susceptible to this effect, which can occur relatively
early in the afferent process. In the case of vision, for example, it ap-
pears to intervene at the retina. Moreover, it can be produced by the
sight of mice in a bottle, the smell of fish, or an electric shock to the
paw, stimuli that we can assume to be highly arousing for the cat.

Desmedt and Mechelse (1958) have, however, succeeded in weak-
ening cochlear-nucleus potentials in the cat by stimulating points in
the brain stem outside the RAS. Desmedt (personal communication)
suggests that this extrareticular path may be the sole route through
which the cortex exercises control over what reaches it from the ear.
The RAS may, he points out, occasion sensory blocking indirectly;
when it is strongly activated, the RAS may act on the cortical end
station of the extrareticular sensory-inhibitory pathway.

That sensory inhibition can occur at the behest of the cortex is con-
firmed in an experiment by Jouvet, Benoit, and Courjon (1956), in
which depression of potentials in the medial geniculate nucleus (an
auditory relay station) resulted from stimulation of points in the audi-
tory, somaesthetic, and motor areas of the cortex. Desmedt and Me-
chelse (1959) have traced the extrareticular audio-inhibitory pathway
back to a cortical area that borders on the auditory projection areas.
It is an area that looks as if it might be an auditory association area,
since its removal impairs ability to recognize patterns of sounds.
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Hugelin (personal communication) has found that the auditory
blocking that results from stimulation of certain points in the RAS
depends on the tensor tympani and stapedius muscles of the middle
ear. The effect is absent when these muscles are removed or when
curare (which produces muscular paralysis) is injected. In these cases,
it is thus a matter of orienting responses (see Chapter 4). On the
other hand, Jouvet and Desmedt (1956) discovered points whose
stimulation would continue to weaken cochlear-nucleus potentials
resulting from clicks, even in animals that were curarized. So it seems
that blocking can occur at the cochlear nucleus itself. Similarly, the
anatomical studies of Shkol'nik-Iarros (1958) indicate that there are
pathways proceeding directly from the visual cortex to the retinae,
where they could presumably bring modulating influences to bear on
visual excitation. It is, in fact, likely that sensory inhibition can be
affected by centrifugal fibers at various levels of the nervous system.

Most of the experiments that demonstrate the obstruction of sensory
processes below the cortex have, as we have seen, used cats as subjects.
There is, however, a parallel experiment with human subjects by
Jouvet (1957). Electrodes were introduced into the subcortical struc-
tures that connect with cortical sensory-projection areas, and the sub-
jects' eyes were exposed to light flashing once a second. When the
subjects were resting in silence, the subcortical electrodes exhibited
a clear-cut response, consisting of a sharp positive deflection followed
by a negative deflection, at the time of each flash. This response was
intensified when the subjects were asked to count the flashes. When,
however, their attention was called upon by stimuli of other modalities
—a painful prick in the thigh, a question from the experimenter, an
odor, a request to identify an object placed in the hand—the potentials
corresponding to the flashes of light were attenuated or abolished.
More recently (Jouvet and Lapras 1959), Jouvet has shown that ask-
ing the subject a question will, in the same way, diminish potentials
in the thalamus corresponding to tactual stimulation of the face.

Before leaving subcortical mechanisms, we must recall the contri-
bution that the thalamic reticular system may make to the selective
activation of cortical areas.

Cortical Mechanisms. All these findings demonstrate that messages
coming from stimuli that are not at the focus of attention can be
blocked off before they reach the cortex. It will be noted, however, that
they all illustrate selection between messages belonging to different
modalities. There must surely be additional mechanisms for suppressing
sensory processes after they have reached the cortex. These cortical
mechanisms would account for selective attention when it depends on
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fine distinctions between stimuli belonging to the same modality and
when the messages that oust others do not have such an overriding
title to privileged treatment.

Sherrington (1906) used the term "induction" for the process
whereby the performance of one reflex response promotes the per-
formance of an allied reflex response and excludes that of an antago-
nistic reflex response. The concept was taken over and modified by
Pavlov (1927), who applied it to the functioning of the cortex, and it
played an ever more prominent role in his theorizing without ever hav-
ing been fully assimilated by Western learning theory.

It originated in experiments on the alternation of excitatory and
inhibitory conditioned stimuli. If an excitatory stimulus was applied
immediately after an inhibitory stimulus, the amount of saliva secreted
was notably greater than that stimulus would usually produce. When,
on the other hand, the inhibitory stimulus followed the excitatory
stimulus, the inhibitory effect was intensified. It became, for example,
almost impossible to rid an inhibitory stimulus of its inhibitory proper-
ties, as long as it was presented in these conditions. These phenomena
were called positive and negative induction respectively. Pavlov
claimed them as evidence that excitation of one point of the cortex
induced inhibition at neighboring points and vice versa. He later
came to the conclusion that negative induction underlay external in-
hibition, the inhibition of a well-established conditioned response by
any unusual, disturbing stimulus.

Milner (1957) has argued that something like negative induction
must necessarily occur in the cortex. He reminds us that the axons of
a typical cortical neuron have branches that make contact with several
other neurons. Each of these neurons links up in its turn with several
other neurons. The firing of one small group of neurons might there-
fore be expected to precipitate a chain reaction which would soon in-
volve the whole cortex and make finely adjusted responses impossible.
This can be avoided if the activation of one afferent neuron is accom-
panied by inhibition of others, so that the prepotent process can be
safeguarded against interference. The weakening of the prepotent
process through neural fatigue would diminish the inhibition of com-
peting processes, which might account for the continual fluctuations
to which attention is usually subject.

Rochester, Holland, Haibt, and Duda (1956) have been endeavor-
ing to test Hebb's (1949) neurophysiological theory by programing a
computer to simulate the formation of groupings of brain neurons.
The results suggest that cell assemblies, whose existence could, as
Hebb argued, explain many psychological phenomena, would not form
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in the absence of inhibitory connections. It seemed, however, that they
might come into existence and work in the way described by Hebb ii
Milner's hypotheses were realized.

In a similar vein, Beritov's (1956) theory of cortical functioning,
inspired by neurophysiological findings from both Soviet and Western
laboratories, contends that adaptation to environmental events re-
quires excitation to predominate in some neuron chains, while other,
especially neighboring, cortical areas are inhibited.

Both Milner and Beritov draw on facts about the histology of the
cortex to describe in some detail how inhibition of potentially inter-
fering processes might be effected. Their accounts do not agree, how-
ever, on which types of cortical neuron are inhibited by which. Never-
theless, their general idea receives some support from an investigation
by Ricci, Doane, and Jasper (1957) in which microelectrodes were
used to probe the activity of individual cortical neurons. This tech-
nique revealed that, when conditioned and unconditioned stimuli are
applied, the general activation pattern recorded from the surface of
the cortex is actually accompanied by firing in some neurons and a
suspension of activity in others.

Phenomena reminiscent of negative induction, and similarly imply-
ing that a dominant cortical process can weaken other processes that
are going on at the same time, are familiar in the field of perception.
We have the phenomenon of simultaneous contrast, the apparent dark-
ening of a gray surface on which a white object is placed. A strong
contour, i.e., a line separating areas of sharply differing brightness, may
make other contours and brightness differences in its immediate neigh-
borhood invisible (Fry and Bartley 1935). We may also recall Rubin's
(1915) demonstrations that part of a perceptual field usually forms a
prominent figure while the rest becomes the much less vivid ground.

Experimental Design

The appropriate experiment for determining the laws that govern
attention in performance is one in which we first make sure that a
number of stimuli are associated with distinct but incompatible re-
sponses and then present all the stimuli together to ascertain which
response occurs and thus which stimulus dominates behavior.

The preliminary stage might consist of presenting the separate
stimuli in turn and verifying the occurrence, even perhaps measuring
the strength, of the response corresponding to each. It might consist,
instead, of subjecting the organism to a learning process, such that
each of the stimuli becomes associated with a different new response.
In the case of verbal instructions given to human beings, e.g., to press
such and such a key on the appearance of a light with such and such
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properties, we can safely assume that a strong association between each
component stimulus and its corresponding response will be induced,
without having to test in advance.

We then investigate the probability that each of the responses will
be the first to occur when the stimuli are simultaneously active and
competing, and we can also measure other variables indicative of re-
sponse strength, such as latency and amplitude. The ideal is to be able
to predict what will happen in a conflict situation from a knowledge
of how strong the various alternative responses are when they are
aroused alone. So far, none of the extant behavior theories or mathe-
matical models for learning has been shown to do this successfully
(Berlyne 1957&).

Some accounts of learning (e.g., Estes 1950, Bush and Mosteller
1955) are based on the notion that any response that is ever evoked
must be competing with alternative responses. If the organism had not
performed that response, it would have done something else instead.
So any measure of response strength is a measure of how well the
response is able to dominate other responses that are in competition
with it. According to this view, situations in which only one re-
sponse (e.g., bar pressing or salivation) is being studied, and the ani-
mal is either doing this or doing nothing in particular at any moment,
do not differ radically from those in which an animal is clearly faced
with a choice among responses, any of which he might perform (e.g.,
entering one of several maze alleys at a choice point).

If this kind of formulation is justified, we should expect that the
factors determining response strength in general, such as number of
reinforced trials or amount of reward per trial, will also influence the
direction of attention in performance. But other determinants of at-
tention, depending on properties of stimuli or relations between stim-
uli, can manifest themselves only when stimuli as well as responses are
competing.

The kind of design that we have just discussed has not been used
very often. Instead, it has frequently been assumed that whatever re-
sponse has the greatest strength when the stimuli are presented sepa-
rately will be the one most likely to prevail over others when the
stimuli are all presented together. This sounds like a reasonable as-
sumption, and there is at least one study that supports it. Honig (1958)
trained pigeons to peck at a green (550 m/x) key on a variable-interval
schedule, i.e., with the response occasionally resulting in the delivery
of food. He then tested the birds when the key was illuminated with
various other colors. It was found, in accord with the principle of
stimulus generalization, that the new colors evoked lower rates of peck-
ing than the original green color, the difference being greater the fur-
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ther removed from it they were. These generalization-test trials were
interspersed with trials on which two keys of different colors were
presented. The general finding was that a trial with paired stimuli
produced about the same total response rate as the more effective
member of the pair acting alone. But the responses were distributed
between the two keys in proportion to the response rates they pro-
duced when presented singly. Discrimination training with single
stimuli widened the difference between the response rates for positive
and negative stimuli, and this enhanced difference was then reflected
when the stimuli were presented in pairs.

That the factors determining which of several competing stimuli is
most likely to capture attention should include the factors that deter-
mine how strongly a stimulus is responded to when acting alone is,
however, by no means a logical necessity. We need many more experi-
ments to tell us how far it happens to be so. In what follows, we shall
review what data we have concerning the determinants of attention
in performance. For many of the factors that are of most interest to us,
such data are lacking, and so we shall have to use information about
the effects these factors have on noncompetitive response strength as
a source of hypotheses and of suggestive, but indirect and inconclusive,
evidence on their role in attention.

Innate Factors. The ethologists have carried out many experiments
to identify the precise properties that cause stimuli to evoke particular
unlearned patterns of behavior. Usually they, like the psychologists,
have compared the effects of stimuli presented in turn. But one etho-
logical study which uses a stimulus-selection situation and demon-
strates that the direction of attention can depend on the strength of
an innate stimulus-response association is the study by Baerends
(1955) of parental behavior in the herring gull. When a bird of this
species is sitting on eggs in a nest, it will retrieve an egg that has
fallen out by hooking the egg with the underside of its beak and
rolling it back into the nest. Baerends, experimenting with models,
was able to identify some specific stimulus properties that determine
the strength of the egg-retrieving response. He did so by placing two
models side by side on the rim of the nest while the bird was absent
and observing which model it attempted to move first on its return.
The probability that a model would be chosen turned out to increase
with its size, the number of spots on it, the smallness of the spots, and
the contrast in color between the spots and their background.

There have likewise been experiments on the pecking response of
the chick. If chicks are confronted with two heaps of food, illuminated
with light of different colors, they will be more likely to peck at the
heap with the lighter or less saturated color (Hess and Gogel 1954).
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These preferences cannot be a result of experience and learned asso-
ciation, since chicks peck at tan rather than green, whether they have
lived and been fed from birth in tan light or in green light. Similarly,
chicks tend to peck at the rounder and less angular of two objects that
are presented side by side (Fantz 1957). They will show this pref-
erence even during their first ten minutes of visual experience.

A large number of studies have shown that stimuli having the power
to release instinctive responses will dominate indifferent stimuli. Some-
times they will have priority only when the animal is in the motiva-
tional state necessary for the performance of the response. When the
male stickleback is sexually motivated, which can be seen from his
indulgence in nest building and from the bright red color of his under-
side, the sight of the characteristic swollen abdomen of an egg-bearing
female will take priority over other stimuli (Tinbergen 1951). When
birds are building nests, the sight of material that can be used in this
activity will outweigh other stimuli. Some stimuli, such as the sight
of a male intruder in a male animal's territory and the sight, sound,
or smell of a hereditary enemy, seem capable of ousting others from
attention at any time.

Turning to factors that perhaps affect learned as well as innate re-
sponses, we have to consider some that are well known for their power
to determine the strength of responses in general, as well as the co]-
lative variables discussed in Chapter 2.

Stimulus Intensity. Russian investigators (see Razran 1957) are con-
tinually insisting that more intense conditioned stimuli make for faster
and more effective conditioning. But their experiments have generally
used one intensity throughout the conditioning process. American psy-
chologists have, on the other hand, been anxious to distinguish the
effect of stimulus intensity on learning from its effect on performance.
This requires a sophisticated experimental design in which groups of
subjects are first trained with different intensities and then tested with
the same intensity; significant contrasts between them must then be
attributed to differences in their experiences during training. The
usual finding has been that performance is better with more intense
test stimuli, but that the intensity used during training does not affect
the strength of the habit. Logan (1954) has suggested, with some
experimental evidence in support, that the influence of stimulus in-
tensity on performance is a consequence of the greater distinctiveness
that results from the contrast between more intense stimuli and their
backgrounds.

These findings, as well as common experience, encourage the ex-
pectation that more intense stimuli will divert attention away from
others. An experiment verifying this was carried out by Berlyne
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(1950&). The apparatus included a vertical board with a row of four
square apertures. There were four telegraph keys corresponding to
the four apertures, and subjects were required to press the correspond-
ing key as soon as a circular spot of light appeared at one or another
of them. If two apertures bore a spot of light at the same time, either
of the appropriate keys was to be pressed. A series of single stimuli
interspersed with pairs of stimuli was presented, and the pairs are, of
course, critical for the study of attention. In one experiment, some of
the pairs consisted of two spots of unequal intensities. In another ex-
periment, some of the pairs consisted of spots of equal intensity but
unequal size. The subjects made the response corresponding to the
more intense stimulus on an average of 13.5 out of 16 trials, and the
response corresponding to the larger stimulus on an average of 12.7
out of 16 trials. Size may be regarded as equivalent to intensity, if it
is remembered that size determines the quantity of light falling on
the retina.

Further confirmation of the role of intensity comes from a series of
experiments on binocular rivalry by Breese (1899). He had his sub-
jects look into a stereoscope which exposed the right eye to a red
field bearing five black lines sloping diagonally from the upper left to
the lower right corner and the left eye to a green field bearing black
lines with the opposite slant. When the two fields were unequally
lighted, the brighter one was seen about 60 per cent and the darker
one about 40 per cent of the time.

Color. In an unpublished experiment, using the apparatus and pro-
cedure already mentioned, Berlyne found that a red or green spot of
light was more frequently responded to than a white spot with which
it was coupled, even though the colored filters let through less light
than the white ones.

Sensory Mode. Anokhin (1949) developed a conditioning technique,
called the method of active choice, that fits our paradigm for attention
in performance quite well. A dog, strapped in a harness, is trained to
take food from a container placed to one side of him on receiving a
stimulus of one kind. He is then trained to take food from a container
on the other side when he receives a stimulus of another kind. The two
stimuli are then applied together to see which of the two containers
the animal will then approach. Zachiniaeva (1950), using this method,
associated approach to one side with an auditory stimulus and ap-
proach to the other side with a visual stimulus. When the stimuli were
given simultaneously, the response to the auditory stimulus prevailed,
even though this stimulus had been reinforced with bread and the
visual stimulus with meat. Meat is strongly preferred to bread by dogs
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and consequently acts as a much more powerful reinforcing agent in
general.

Affective Value. By the term "affective value" we mean association
with rewarding or punishing situations. Some stimuli, e.g., food or pain,
have an innate or primary reward (reinforcing) value or punishing
(drive-arousing) value. These will usually be ones with a beneficial or
noxious effect on the organism. Other stimuli, which are neutral or
indifferent in themselves, will acquire affective value through frequent
contiguity with primary rewards and punishments. They will be the
ones to which contemporary behavior theory attributes secondary
reinforcing properties or acquired reward value on the one hand and
secondary drive-arousing properties or conditioned aversive proper-
ties on the other. Stimuli appear to acquire affective value through
having affective reactions attached to them as classical or Pavlovian
conditioned responses (Mowrer 1950, Skinner 1953). It looks, in fact,
as if these affective reactions might involve the excitation of certain
pleasure and fear centers in the lower parts of the brain (Olds and
Milner 1954, N. E. Miller 1958).

An experiment by Schafer and Murphy (1943) illustrates the
effect on attention of association with reward and punishment. It used
figures like Fig. 3-2. It will be noted that either half of the circle can
be seen as a face in profile. During
a training phase of the experi-
ment, the two halves were shown
separately, each was given a
name, and subjects were rewarded
by receiving sums of money in
the presence of the one profile
and punished by having money
withdrawn from them in the pres-
ence of the other. They were _ _ rt ,_ „ , , . . .

J FIG. 3-2. (From Schafer and Mur-
tested with tachistoscopic expo- phy, 1943).
sures of the whole circles, contain-
ing both profiles together, and instructed to name the face that they
saw. There turned out to be a significant tendency for the face asso-
ciated with reward to be reported more often than the other one. This
experiment satisfies our requirements for the use of stimulus-selection
language, since subjects were first acquainted with the competing
stimuli separately—they were taught to apply a name to each stimulus
—and subsequently tested with the stimuli in competition.

Any case of simultaneous discrimination, e.g., responses learned in
the Lashley jumping stand or the discrimination box, might be cited
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as evidence that association with reward or punishment can determine
to which stimulus an animal will respond. But in most of the relevant
experiments, the stimuli are not first encountered separately, and so
the appropriateness of stimulus-selection language is in doubt. An ex-
ception is Grice's (1948) experiment, in which animals were rewarded
for approaching a white circle of a certain size. This treatment was
found to increase the ease with which they would learn to approach
that circle when it was paired with one of a different size.

The relation of punishment to attention is ambiguous. On the one
hand, a tendency not to notice unpleasant or anxiety-producing facts
about the environment has often been mentioned. It raises such sub-
jects of hot dispute as the Freudian dynamisms, repression and denial,
and recent experiments purporting to illustrate perceptual defense. On
the other hand, wild animals will become instantly oblivious to the rest
of the environment when a danger signal appears, and no pattern of
behavior could be more essential biologically.

Smith and Hochberg (1954) did an experiment with Schafer and
Murphy's two-profile figures in which they found that profiles whose
presence in the training phase was accompanied by electric shock
were less likely to be reported in the test phase. On the other hand,
Cantril (1957) mentions a binocular-rivalry experiment, carried out
by G. W. Allport, which points in the other direction. Zulus were
exposed to a picture of a European and a picture of an Indian pre-
sented simultaneously to different eyes. The Indian was much more
likely to be perceived, which is ascribed to the economic threat that
South Africans of Indian extraction represent for Zulus.

We may speculate, pending the advent of adequate experimental
data, that the influence of punishment on attention depends on how
avoidable the punishment is. A warning signal may, innately or through
learning, have a punishing or aversive quality. But if some timely reac-
tion to it enables an organism to escape a severely punishing situation
that would otherwise follow, we can understand why learning or the
evolutionary process should make it preempt attention. If, on the other
hand, the reaction it would evoke does not diminish impending danger
and assuage fear but perhaps intensifies them, we can understand why
response to another stimulus should receive preference.

The results of an experiment by Dulany (1957) are in line with
these speculations. He prepared a number of cards, each of which bore
a black circle, triangle, square, and diamond, with the relative positions
of these figures varying from card to card. The cards were exposed
tachistoscopically, and subjects were asked to indicate which of the
four figures was most recognizable during a particular exposure by
pressing a key corresponding to its position. Each subject had one or
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another of the figures as a "critical" figure and was allocated to a
"defense" or "vigilance" group. The defense group received an electric
shock to the leg whenever they pressed the key indicating the critical
figure but not otherwise. The vigilance group were shocked if they
indicated any figure but the critical figure. The outcome was that the
frequency with which the critical figure was indicated as most recog-
nizable diminished for the defense group and rose for the vigilance
group. This diminished or heightened frequency, as the case may be,
persisted when subjects were tested once again with electrodes re-
moved and with an assurance that no more shocks would be forth-
coming. Only two out of thirty-two subjects were able to state the
principle that had determined the occurrence or nonoccurrence of
shock.

This experiment thus shows how human beings will learn to ignore
a stimulus whose response has meant inevitable punishment and to
respond instead to other stimuli that are available. We require, how-
ever, additional experiments to tell us whether a stimulus that has
often heralded painful experiences will be attended to in preference to
neutral stimuli when the painful experiences can be averted by re-
sponding to it.

Motivational State. McDougall (1908) mentioned, as one of the
signs that an instinct has been aroused, the tendency to perceive rele-
vant objects more readily than others. When a strong drive activates
an organism, we can expect a stimulus that facilitates the reduction
of the drive to dominate behavior. The response associated with such
a stimulus will presumably have been learned through the reinforcing
effect of the drive reduction that it occasions. The internal stimuli
stemming from the drive, coupled with the external stimulus, will
then evoke that response intensely enough to make it dominate other
responses that may also be aroused. Common experience confirms that
the influence of the sight of food on the behavior of a hungry animal
will outweigh that of most other stimuli. But systematic experimental
studies of the phenomenon in situations of stimulus competition are
lacking.

There are several experiments (see Allport 1955, Chapter 13) that
show both affective value and motivational state to affect the way an
ambiguous stimulus is perceived, i.e., which of a set of alternative
responses to it will occur. But it has generally been a matter of com-
petition between responses to one stimulus and not of competition
between stimuli.

Indicating Stimuli. Attention can be directed by a type of condi-
tioned stimulus that we may call the indicating stimulus. The sight of
a pointing finger and an arrow painted on a wall are good examples.
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Verbal formulas will do just as well, e.g., "Read out the first word on
the second line!" or "Take the third turning to the left!" Alarm calls
perform this function, apparently innately, in lower animals. They do
not signify the direction in which the danger lies, but they cause other
individuals of the species to cease whatever they are engaged in and to
respond promptly to the danger signal as soon as they perceive it.
Most, if not all, indicating stimuli that affect human beings must, how-
ever, owe their influence to learning.

In one of his experiments on binocular rivalry, Breese found that
he could make either field dominate between 60 and 70 per cent of
the time by instructing subjects to make an effort of will to hold it.
Movements of the eyes directed to one point after another of the field
in question seemed to contribute to the effect. Breese found himself
unable to control dominance voluntarily once he had trained himself
to refrain from eye movements, whereas telling subjects to move their
gaze up and down the middle line of one particular field caused that
field to be seen more often than the other.

An experiment by Broadbent (1952a) provides a striking illustration
of our sensitivity to indicating stimuli when we cope with competing
auditory stimuli. His subjects heard two recorded voices asking simul-
taneous questions about visual figures that were in sight. They had
learned, during a preceding training period, to call one voice G.D.O.
and the other Turret. One group was instructed to answer whichever
voice prefaced its question with the call sign "S-l." They answered 48
per cent of the relevant questions correctly, 4 per cent of the relevant
questions incorrectly, and 16 per cent of the irrelevant questions cor-
rectly. A second group was given an additional cue: during one ex-
perimental run they were instructed to answer voice G.D.O. only, and,
during the second run, the experimenter pointed to the name of the
voice to be answered on a visual display before each trial. This second
group achieved a score of 70 per cent. Here we have three kinds of
indicating stimuli, all of which caused subjects to respond to one set
of stimuli and ignore the other. And we can see that the availability
of two indicating stimuli improved their performance.

Novelty. In a series of experiments using the apparatus mentioned
on page 60, Berlyne (1951) investigated the effect on attention in
performance of stimuli that have recently undergone a change. In one
experiment, there was a phase in which subjects had to make key-
pressing responses to white circles, appearing singly or in pairs at any
of the four apertures. In the second phase, white circles continued to
appear at three of the apertures, but the fourth began to bear a white
square. The trials of interest are, of course, those of the second phase
in which a circular (or familiar) and a square (or novel) stimulus
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appeared simultaneously. There turned out to be a small but statisti-
cally significant tendency (13.9 responses out of 24) to respond to the
novel stimulus. The same result (22.2 responses out of 32) was ob-
tained in another experiment, which employed the same procedure
except that the novel stimulus was a red circle and the familiar stimuli
were white circles. It was also obtained (24.1 responses out of 32)
in a third experiment, which used red circles as familiar stimuli and
white circles as novel stimuli. Control subjects, for whom the first
phase of the experiment was omitted, failed to show the phenomenon,
and so it can be ascribed to the change that was effected between the
first and the second phase for the experimental groups.

A fourth experiment studied the effect of a series of changes. The
familiar stimuli were red circles, and after the first phase, one of these
was changed successively to a white circle, a white square, a green
circle, and a green square. A growing preference for responding to
the changed stimulus was particularly marked in this experiment.

More recently (Berlyne 1957a), some of the outstanding questions
about this phenomenon were answered by a further experiment.
Whereas in the original study the novel stimulus always appeared at
the same aperture, this new experiment was arranged so that novel or
familiar stimuli could appear at any of the four positions. Nevertheless,
the tendency to respond to the novel stimulus was still in evidence
(27.0 responses out of 48), showing that processes occurring after the
onset of the stimuli can determine the direction of attention. It was,
moreover, found that the effect does not survive an interval of twenty-
four hours between the two phases and that it does not occur unless
subjects have to make the same response to the stimuli in the two
phases.

A related phenomenon has been reported by Poulton (1956). His
subjects had to listen for calls preceded by the name of a certain
aerodrome control tower and to write down the airplane number that
was mentioned in each call. Relevant calls might come over either of
two loudspeakers, one of which was constantly busy with calls or con-
versations and the other of which was busy intermittently. Poulton
reports that the second (usually idle) loudspeaker tended to capture
attention whenever it was active. Fewer of the relevant numbers trans-
mitted by it were misheard or omitted, and an irrelevant call ema-
nating from this loudspeaker often caused the subjects to miss relevant
information transmitted simultaneously by the busy loudspeaker.

The part played by novelty is, however, not a simple one. Engel
(1956), in a binocular-rivalry experiment, found that upright faces
were likely to predominate over upside-down faces that were pre-
sented to the other eye. Bagby (1957) also used the binocular-rivalry
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technique, pairing scenes from life in Mexico and life in the United
States that were, as far as possible, corresponding in content but typi-
cal of their respective cultures, e.g., a baseball scene and a bull-fighting
scene. The subjects were Mexicans and Americans matched for age,
education, and social status, and each nationality tended predomi-
nantly to see whichever picture was representative of its own country.

These results seem to show familiar rather than novel stimulus pat-
terns attracting attention. But, for one thing, we do not know how far
affective value was the decisive factor in these cases. In any case, it
may well be that stimuli to which strong, distinctive responses are
attached draw attention away from unfamiliar stimuli with no special
significance for behavior. Novelty may, on the other hand, tip the scales
when a novel property is combined with other properties that are asso-
ciated with a clear-cut response as in Berlyne's experiments. It is, of
course, also possible that the laws governing dominance in binocular
rivalry differ from those governing other forms of attention in perform-
ance.

Change. Breese, in one of his binocular-rivalry experiments, ar-
ranged for one of the monocular fields to be moved by a swinging
pendulum and found that this increased the power of that field to
dominate.

Complexity. In another experiment, Breese found that a green field
with diagonal lines or some other figure on it would tend to dominate
over a plain red field. When both fields bore differing patterns of lines,
the one "which would be expected to induce the greatest amount of
eye movement remained (longer) in consciousness."

ATTENTION IN LEARNING

The appropriate experimental procedure for the study of attention
in learning is to have a number of stimuli simultaneously present when
a response is performed and reinforced, and then to present the stimuli
separately, noting how strongly associated with the response each has
become. In this way, we ascertain what Hull (1943) called "the dis-
tribution of habit strength acquired by the several components of a
stimulus compound."

According to some conceptions of learning (e.g., Spence 1936), all
stimuli that have accompanied, or just preceded, the reinforced per-
formance of a response should acquire increments of association with
the response. But this assumption has been argued over at length, and
at times acrimoniously, in the literature on discrimination learning in
animals. Some writers have maintained that only those cues to which
an animal is "attending" (Lashley 1942) or which are relevant to the

66



"hypothesis" that the animal is entertaining (Krechevsky 1932) during
a trial will be involved in the learning process. Others have contended
that the range of cues to which a response can become attached may
shrink if an animal is strongly motivated, or if a habit based on a
familiar cue has been overlearned (Bruner, Matter, and Papanek 1955).

It is obvious that the direction in which receptors are turned must
limit the range of stimuli that can play a part in the learning process.
It is also plausible that a discriminative habit may be easier to build
up if the same cues have already figured in another discriminative
habit (Lawrence 1950), since response-produced stimulation accom-
panying the cues may render them more distinct than they would
otherwise have been. The bearing of stimulus-selection processes on
discrimination is beginning to receive more consideration in current
theoretical treatments, and with good reason.

Yet the facts and the most satisfactory concepts for analyzing them
are by no means settled. In any case, discrimination-learning experi-
ments do not, as a rule, follow the procedure we have mentioned as
appropriate to attention in learning. To use an anthropomorphic de-
scription that can easily be translated into behaviorist language, it is
hard to tell whether an animal has not noticed a cue or whether he
has noticed it but confused it with its contrary. For this reason, the
implications of these experiments for attention in learning are not too
clear.

A few experiments have attacked the problem directly with ref-
erence to classical conditioning, using the following procedure. Two
indifferent stimuli are presented simultaneously and closely followed
by the appearance of food. The compound stimulus comes, as one
would expect, to evoke conditioned salivation. The two components
of the compound are then presented separately to ascertain the degree
to which each has become associated with the response. Pavlov tells
us that one of the components is generally found to elicit about as
much salivation as the compound itself, while the other elicits little
or none. One of the two stimuli "overshadows" the other, to use Pav-
lov's term, and assumes more or less the entire load of conditioning.

Determinants of Attention in Learning

Early experiments in Pavlov's laboratory (Pavlov 1927) showed
that a tone produced by a tuning fork would overshadow the switch-
ing on of three electric lamps, and that contact with a cold object at
zero degrees centigrade would overshadow tactual stimulation of the
skin. Later it was established that the relative degree of association
with the response depended not only on the modality of the com-
ponents of the compound but also on their physical intensity. Kupalov
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and Gantt (1928) found that a bright, 400-candlepower lamp or a
cold (zero degree centigrade) stimulus would overshadow a faint
sound, while, in experiments by Rikman (1928), a tactual stimulus was
overshadowed by a loud tone but itself overshadowed a faint tone.
Similarly, intensity determines how far each element in a compound
becomes associated with the response when both are auditory. The
sound of a whistle will overshadow the hum of a tuning fork, but if
the compound consists of tones of different pitches but comparable
intensity, the response will become conditioned to both of them about
equally.

A cognate phenomenon has been observed in an instrumental-
conditioning experiment by Vatsuro (1957). A dog was trained to
run to a food trough in response to the combination of a bell and a
light. The bell and the light were then presented separately, and the
bell was able to elicit the response while the light had no effect. The
dog was subsequently trained to perform the response to the light
alone, but further applications of bell plus light caused the light to
lose its association with the response.

Razran (1939Z?) did some similar experiments on salivary condition-
ing in human beings. His compound stimuli were patterns of red and
green lights and occasionally other stimuli. When components were
tested separately, the sum of their effects was generally either greater
or less than the effect of the compound and not, as in the Russian
experiments, about equal to it. But a large, bright component light
elicited a stronger conditioned response than a small, dim one, thus
confirming the importance of intensity.

There is thus some evidence that two of the factors known to in-
fluence attention in performance, namely, sensory mode and stimulus
intensity, also influence attention in learning. The other factors have
not been tested with the same procedure. We are therefore compelled
to consider the influence of these factors on the strength of a learned
response to a stimulus presented singly as a source of hints of what
their role in attention in learning might be. That this is fraught with
pitfalls is illustrated by the case of stimulus intensity. As we have seen,
there is some evidence that intensity affects attention in learning. But
in learning with single conditioned stimuli, it appears that intensity
does not affect the ease with which a stimulus becomes associated with
a response, although it affects the strength with which a response is
performed.

The effect of the novelty of a stimulus on learning is a little equivo-
cal. Gibson and Walk (1956) found it easier to build up a discrimina-
tive habit in rats when the shapes to be discriminated had, for some
weeks before the training, been visible from the animals' home cages.



Forgus (1958) argues, however, that the benefits of prior exposure to
cues may stem rather from the contrasts between the previous expe-
rience and the training experience. His rats had to learn to approach
a triangle in preference to a circle as a means of reaching food and
avoiding pain. Subjects whose home cages had contained a circle and
a cornerless triangle for fifty-two days before the start of the training
were appreciably superior to others that had been exposed to a circle
and a complete triangle or to a circle and a triangle with broken sides.
This result had been predicted from the assumption that attention
would be drawn toward those features which distinguished the posi-
tive discriminative cue from the familiar figure that was most similar
to it, i.e., toward its most novel features. In the case of the cornerless-
triangle group, attention would thus be focused on the triangle's most
distinctive and information-laden parts, namely its corners.

A number of East European studies suggest that stimuli which have
lost their novelty have a reduced capacity to function as conditioned
stimuli. Kostenetskaia (1949) presented indifferent stimuli without
food during intervals between presentations of food. The indifferent
stimuli acquired strong inhibitory properties in consequence. Konorski
and Szwejkowska (1952) built up a conditioned alimentary response
to one stimulus, Si, and then interspersed appearances of another stim-
ulus, S2, amid presentations of Si. Thereby S2 turned into an inhibitory
stimulus, and it was unusually hard to change into a positive condi-
tioned stimulus when it later began to accompany food.

A more recent experiment by Sokolov and Paramanova (1956) is
even more illuminating. They used Ivanov-Smolenski's verbal-reinforce-
ment method. The subjects were human adolescents. The response was
raising the hand, the unconditioned stimulus consisted of the words
"Raise your hand!", and the conditioned stimulus was a sound. Most
of the subjects for whom the conditioned and unconditioned stimuli
were paired from the start learned readily to raise their hands on hear-
ing the sound. But other subjects were exposed to the sound repeatedly
before the conditioning trials began. In their case, the conditioning
was slow, and with some of them it did not occur at all.

In all these investigations, stimuli of varying degrees of novelty were
applied separately. What we need is a series of experiments in which
more novel and less novel stimuli are combined during the acquisition
of a learned response and then tested separately. We should then be
able to see whether the less novel stimulus has become less firmly
associated with the response. Hull (1943) suggests that this will be
the case, pointing out that part of the stimulus situation in any learn-
ing process must include a number of ubiquitous background features,
such as daylight. Such features must have figured in innumerable
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learning situations in the past and had many an accidental association
with a response extinguished. These circumstances would tend, he
says, largely to "blur out the capacity of such stimuli to be conditioned
to any reaction in particular."

Kappauf and Schlosberg (1937) carried out an experiment in which
they varied the interval between the onset of the conditioned stimulus
(a buzzer) and the onset of the unconditioned stimulus (an electric
shock lasting 1/3 second). Both stimuli terminated together. It was
found that the longer the conditioned stimulus had been acting before
the shock occurred, the less effectively it became conditioned to the
gasping response originally elicited by the shock.

A comparison of this finding with those of Wickens, Gehman, and
Sullivan (1959) shows up the dangers of concluding how strongly each
of two stimuli will become associated with a response when they are
presented simultaneously from a knowledge of the relative strengths
of the associations they acquire when presented alone. Wickens's group
applied the kind of design we have recognized as appropriate to
problems of attention in learning to an experiment with human sub-
jects. They first turned on conditioned stimulus CS1 (a light or a tone).
After this stimulus had been on for a certain interval, which varied
from 0 to 4,100 milliseconds for different groups of subjects, a second
conditioned stimulus, CS2 (a tone or a light), began. The uncondi-
tioned stimulus, a shock to the hand, began 500 milliseconds after the
start of CS2, and all three stimuli terminated together 100 milli-
seconds later. The response was the GSR.

The two conditioned stimuli were then presented singly without the
unconditioned stimulus, in order to measure the GSR that each was
able to evoke alone. The outcome was that the longer-acting stimulus,
CS1, produced the more intense response when the CS1-CS2 interval
was from 200 to 420 milliseconds and when it was 2,000 milliseconds.
Otherwise, CS2 was more effective.

Particularly interesting, however, was the finding that, when the
amplitude of the response was plotted against the length of the CS1-
CS2 interval, the curves for the two conditioned stimuli were almost
exact mirror images of each other. As the experimenters say, "It is as
if a certain magnitude of response could be conditioned at any given
time interval and . . . a certain amount of this response strength is
controlled by one element of the complex, and control of the remainder
is allotted to the other element." One is reminded of Pavlov's experi-
ments with compound stimuli in which, as we have already mentioned,
the sum of the amounts of saliva secreted in response to the two com-
ponent stimuli presented separately was approximately equal to the
amount secreted in response to the compound. One might also feel
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tempted to say that there is a limited quantity of attention in learning,
so that the more attention one stimulus receives during the learning
process, the less there is left for the other. This makes attention in
learning seem similar in its properties to attention in performance and,
as we shall see, to attention in remembering.

Experiments in which the duration of continuously acting stimuli is
varied must, however, bring in special factors other than those that
affect intermittent stimuli with differing degrees of novelty. There is,
for example, the fall-off in the sensory-nerve discharge that is known
to occur in the course of persistent stimulation.

One of Razran's experiments (1939b) showed more complex stim-
uli, i.e., alternate flashes of red and green lights, to acquire stronger
conditioned salivary responses in human subjects than simpler stimuli,
i.e., alternate flashes of two green lights. But the complexity of condi-
tioned stimuli is yet another factor that requires investigation in experi-
ments using stimulus compounds.

ATTENTION IN REMEMBERING

When a learned response consists of a symbolic representation of an
event or object, we regard it as an instance of remembering. It has
often been contended that much more of our past experience must
have left traces in the nervous system, and thus be susceptible of re-
call, than the amount we can recollect at any moment would lead us
to believe. The fact that apparently lost memories can be recovered in
hypnotic trances or in psychoanalytic sessions, the fact that forgotten
material is easier to relearn than material encountered for the first
time, and the fact that interference from other processes can account
for a great part of forgetting are cited as evidence.

Some have even spoken as if all our experience is retained in some
form. But, since the central nervous system does not have enough
capacity for all the information reaching sensory surfaces at one mo-
ment, it can hardly have enough to store the content of a whole life-
time.

Certainly, only some of the features of a complex stimulus situation
will be recalled, and some features will be recalled more easily than
others. The problem of attention in remembering is quite distinct from
the problem of attention in learning. There it was a question of com-
paring the strengths of association of several stimuli with one response.
Here there are several stimuli with a different symbolic response cor-
responding to each. There the stimulus used for the test was present
during the learning. Here the stimulus that evokes the mnemonic re-
sponse in which we are interested is not the stimulus that that response
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represents but some other stimulus which identifies, or reminds the
subject of, what is to be recalled.

The experimental procedure for attention in remembering involves
exposing the subject to a number of stimuli simultaneously and then,
after their removal, asking him to recall as many of them as he can.
It has been used occasionally in the psychological laboratory, but it
has perhaps played a more prominent role as a familiar party game
than in a concerted attack on the variables affecting attention in re-
membering.

The exposure of a number of items in succession, followed by a
request for recall of as many as possible, either in their original order
or in any order, has been widely used. This is not quite the same as
the procedure we have specified. For one thing, complicating influ-
ences on recall arise from temporal position and temporal order. But
the two procedures are, admittedly, not so easy to differentiate
sharply. Items that are experienced in succession are often stored for
a few seconds or minutes in the immediate memory system. They then
act as a collection of simultaneously available material so that they
can be recalled in a different order (Broadbent 1958). On the other
hand, the fixation of parts of a complex display in turn may well cause
components of a simultaneous assembly of stimuli to be perceived one
by one.

Another type of experiment on remembering that has compared abil-
ity to recall several simultaneously displayed aspects of a stimulus sit-
uation is concerned with incidental learning. Incidental learning is
learning that is not demanded by previously received instructions, and
the term has usually, though not invariably, been applied to remem-
bering. Sometimes one group of subjects is instructed to memorize
something, another group is exposed to the same material but is not
so instructed, and the performances of the two groups on a recall test
are compared. In other experiments, subjects are directed to memo-
rize certain aspects of a display and then tested for their ability to
remember other aspects of the display not mentioned in the instruc-
tions.

Experiments on incidental learning have generally aimed at meas-
uring the amount of material incidentally learned or at discovering
properties that differentiate incidental from intentional learning. The
study of factors that determine what material will be most amenable
to incidental learning has been somewhat neglected. The very use of
the term and the comparatively meager investigation that has been
directed to it illustrate the point that was made at the beginning of
Chapter 1: the ease with which words can be used to cajole human
beings into learning has deflected psychologists from the factors that
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make experiences "stick in the mind" in everyday life where instruc-
tions to remember are, more often than not, lacking and almost all
remembering is, in the sense defined above, incidental learning.

It might be thought that the limitation to the amount of material
that can be remembered stems from the limitations to the number of
identifying responses that can be performed in a given interval of time.
This seems particularly plausible when the identifying responses are
subvocal verbal responses, since the vocal apparatus can hardly pro-
nounce, even silently, two words at once. But it looks as if the limit is
partly one of a number of items that can be memorized in a trial of
fixed duration and partly one of the amount of information that can
be absorbed (G. A. Miller 1956).

The quantity of information per item can be decreased, either by
using sequences of items approximating those of ordinary conversa-
tional language, so that the nature of each provides some clue as to
what the next one is likely to be (Miller and Self ridge 1950), or by
restricting the range from which the subject knows the items to be
chosen (Aborn and Rubinstein 1952). The number of items retained
tend then to increase accordingly. If stimulus objects differ in several
ways, e.g., in color and form, and if the experimenter's instructions lay
stress on remembering one property accurately, the accuracy with
which the other properties are recalled will diminish compensatorily
(Bahrick 1954, Lawrence and La Berge 1956).

In some circumstances, however, especially when the amount of
information per item is high, the limit is set by the number of items
that can be recalled (G. A. Miller 1956).

Determinants of Attention in Remembering

Of possible determinants of attention in remembering, intensity does
not appear to have been studied. Common experience and advertisers'
practices suggest that inordinately large, bright, or loud stimuli will
remain in the memory, but it is impossible to dissociate the effects of
intensity from those of surprise without a carefully controlled experi-
mental program.

Affective value has been studied but usually with items presented in
succession. Much of the evidence is inconclusive, and many investiga-
tions have overlooked necessary controls, but the consensus is that
affectively colored experiences are recalled more readily than neutral
ones and pleasant more readily than unpleasant (McGeoch and Irion
1952).

Motivational states, and the enduring motivational dispositions that
are often called "interests," have been extensively discussed as factors
influencing what is remembered and in what form (e.g., Bartlett
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1932). But their role in attention in remembering has had far from
adequate examination.

It is a commonplace that a verbal instruction to memorize some-
thing, which can be regarded as a kind of conditioned stimulus, will
promote the remembering of the material to which it refers. Postman,
Adams, and Phillips (1955) have shown, for example, that subjects
who are told to learn low-association nonsense syllables will recall
more of them than incidental learners, who were exposed to the stimuli
under a misapprehension that they were experimenters and not sub-
jects. There are plenty of anecdotes scattered through elementary psy-
chology textbooks to illustrate how human beings may sometimes fail
completely to recall material to which they have been exposed count-
less times in the absence of a motive to learn or an expectation that
their ability to recall it would be tested.

The potency of verbal instruction is impressively, but not surpris-
ingly, demonstrated by Kreuger's (1932) experiment. He set his sub-
jects to learn twelve pairs of unrelated nouns, testing retention after
each learning trial by presenting the stimulus items in a different order-
When no special instruction was given, the first three and the last three
pairs were learned most quickly, in accordance with the well-known
and well-established serial-position effect. This effect was, however,
overcome when subjects were told to learn the middle six pairs first,
since these were then mastered earlier than the others. The serial-
position effect could, on the other hand, be intensified by instructing
the subjects to begin by concentrating on the first and last three pairs.

One of the classical experiments that is almost always mentioned in
any discussion of the direction of attention is the one by Kiilpe (1904).
Visual displays containing nonsense syllables were exposed briefly.
Different groups of subjects were directed in advance of the exposure
to pay attention to identifying the syllables, to identifying their spatial
arrangement, to identifying the colors in which the syllables were
printed, and to counting the syllables, respectively. After seeing the
display, all subjects were asked to record all four kinds of data, and,
as one would expect, they were able to record the facts that they had
been told to watch for much more accurately than the others. This
experiment has often been criticized, and it certainly falls short of our
modern ideas of satisfactory experimental design. In particular, it does
not make clear how far the difference in ability to recall the four kinds
of data was due to what was happening while the subjects were look-
ing at the display and how far it was due to processes that occurred
between seeing the display and writing down the answers to the ques-
tions (Lawrence and Coles 1954).

Nevertheless, similar experiments by Chapman (1932) and Brown
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(1954) verified that subjects are capable of more accurate recall when
they are told beforehand which parts or aspects of a visual display
they will be required to remember than when they are told afterwards.
The same conclusion is supported by studies with auditory material
(Broadbent 1958).

A Russian experiment, which forms an interesting variant of Kiilpe's,
suggests a close relation between attention in remembering and atten-
tion in performance. Leontiev and Rozanova (1951) did not instruct
their subjects to remember anything in particular. Instead, they im-
posed tasks that required attention to certain aspects of a display but
not to others. The material comprised an array of cards bearing words.
The tasks were, for different groups of subjects, to remove cards indi-
cated by the experimenter, to remove words beginning with the Cyril-
lic letter U, to state which initial letter was most frequent, and to
collect cards bearing names of animals. Subjects were then questioned
about the words on the cards, and the general finding was that they
could recall facts to which they had had to attend in order to accom-
plish their tasks, but not to others; e.g., subjects who had had to
remove cards bearing words beginning with U could recall the posi-
tions of these cards, but they could recall no other initial letters and
could specify few of the words beginning with U.

The effect of novelty on attention in remembering is a complicated
matter, because novel stimuli cannot have had so many opportunities
to participate in learning processes as familiar stimuli. It is notorious
that familiar, meaningful words or figures are easier to remember than
others. Responses will adhere to them from past experiences with them,
and the response-produced stimulation that results from these will make
them more distinctive and thus less susceptible to interference. They
may also have been able to build up, and become capable of arousing,
unified neural processes such as Hebb (1949) describes.

Nevertheless, items that are surprising may well have an advantage
in remembering. Wilcocks (1928) confirmed this in an experiment
with successive presentation. A series of eighteen nonsense syllables
was presented five times but in different orders. A new syllable was
inserted into the series during its fifth presentation, and then the sub-
jects were instructed to write down as many of the syllables as they
could recall. In spite of its having appeared only once while the others
had appeared five times, the new syllable was recalled more often than
the others.

Oddity (the property of being in a minority) seems to affect the or-
ganism in a similar way. Wilcocks presented a visual display bearing
a number of letters for fifteen seconds and then asked subjects to write
down those they recalled. In one experiment, one letter was moving
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while the rest were stationary, and in another experiment the reverse
was true. The letter that differed from the rest was recalled more effec-
tively in both cases.

Essentially the same phenomenon is known as the von Restorff effect
when it appears in serial learning. Von Restorff (1933) discovered that
an item that differs strikingly from others in a series, e.g., a number in
the midst of nonsense syllables or vice versa, will be recalled more fre-
quently than one that resembles the majority of the series.

The von Restorff effect has been explained in various ways in ac-
cordance with various theoretical tastes. However, Green (1956,
195&*) has provided evidence that the crucial factors are novelty
and surprise. Even in a list containing just as many syllables as
numbers, a number will be recalled more readily if it comes
unexpectedly after a series of syllables and vice versa. Isolating a
syllable, by causing it to be followed as well as preceded by num-
bers, does not add to this effect. Green attempted to verify that
surprise as well as novelty favored recall by repeating the procedure
with other subjects who were informed beforehand about the struc-
ture of the lists. This diminished the effect slightly but not signifi-
cantly. A later experiment (Green 1958Z?), in which surprisingness was
neatly coupled with lack of novelty, was, however, successful. Subjects
were set to learn a list of letters which were projected on a screen in
different colors. The critical item was a yellow H. This was a surpris-
ing item for one group of subjects, since it was the second H to appear
and no other letters had been repeated, while this was not so for
another group. Significantly more members of the former group were
able to recall the color of this critical letter, which was, of course, an
instance of incidental learning.

The effectiveness of surprise is illustrated also in an experiment by
Berlyne (1954c). Subjects read through a series of disconnected state-
ments about invertebrate animals, including answers to questions that
had previously been put to them. They were asked to indicate which
statements they found surprising. When they were later asked the
questions again, the surprising answers were remembered with greater
frequency than the others.

Finally, we may refer to a result obtained by Leontiev and Roza-
nova. In one of the series of experiments mentioned above, a word-
bearing card that had been present for several trials was replaced by
another card which bore the same word surrounded by a black border.
The word was thereupon recalled by most subjects, even though it
did not figure in any of the tasks required of them and the word had
never been recalled in earlier trials.

As for conflict of another kind, there is Lanier's (1941&) finding
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that words reported to have mixed affective value, i.e., to "arouse both
pleasant and unpleasant feeling states," are more likely to be recog-
nized as having been encountered during a previous experimental ses-
sion than words classified simply as pleasant, unpleasant, or indifferent.
Of the "mixed" words, those recognized had evoked larger GSRs thai*
the others when they were first presented.

CONCLUSIONS

While our knowledge of the laws to which the various forms of at-
tention are subject is glaringly deficient, the evidence we have to go on
tends to favor the view that the determinants of attention in perform-
ance, attention in learning, and attention in remembering are similar.
They seem to include many of the factors that affect response strength
in general. Moreover, the collative variables that are a special con-
cern of ours seem to play a part in all three. Nevertheless, we could
do with more data regarding the role of certain variables, notably
stimulus intensity, negative affective value, and familiarity.

We can thus provisionally assume that all three forms of selective
attention depend on common processes, and we can henceforth speak
of selective attention in general.
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Chapter 4

EXPLORATORY BEHAVIOR:

I. ORIENTING RESPONSES

The processes that subserve selective attention, that hand over the
reins to one or another of the stimuli that are competing for control
over behavior, fall into two classes.

First, there are evidently central processes which influence the fate
of sensory information after it has left the sense organs and while it is
passing through the nervous system on its way to the effectors. As we
saw in the last chapter, there are neurophysiological mechanisms that
can obstruct some items of incoming information and smooth the way
for others. Our ability to pick out one series of sounds from a hubbub
must depend on central filtering, since we know of no way in which
the ear could do the necessary sorting. And although attention is nor-
mally concentrated on the part of the visual field that is projected on
the fovea, we can exceptionally attend to something that is seen periph-
erally (cf., Fraisse, Ehrlich, and Vurpillot 1956).

But there are other processes which intervene earlier and affect the
nature of the stimulation reaching the sense organs. We shall conform
to what is now a general practice and refer collectively to these re-
sponses that alter the stimulus field as exploratory behavior. Such a
connotation differs from that of the word "explore" in ordinary Eng-
lish, but it is perhaps nearer to the original wide usage of the Latin
word expiorare.

Exploratory responses can help one stimulus to win the contest for
attention by raising its intensity and weakening or eliminating its most
formidable rivals. Thus the schoolteacher, when she asks the class to
attend to what she is saying, is not content to rely on central filtering
processes but expects her pupils to be seated in front of her with faces
and eyes turned in her direction.

Nevertheless, exploratory behavior is by no means confined to the
service of selective attention, all three forms of which—attention in
performance, attention in learning, and attention in remembering—
mean selection from elements that are actually present in the stimulus
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field. Exploratory responses are subject to no such limitation. Their
principal function is, in fact, to afford access to environmental infor-
mation that was not previously available. They do so by intensifying
or clarifying stimulation from objects that are already represented in
the stimulus field, and thus reducing uncertainty about the properties
of those objects, or else by bringing receptors into contact with new
stimulus objects.

Either way, they widen the scope of stimulus selection enormously,
since they enable stimuli that are not at present acting on receptors to
be placed in command of behavior. They are required whenever con-
flict cannot be resolved by central filtering alone but only through
changes in the stimulus field.

VARIETIES OF EXPLORATORY BEHAVIOR

Exploratory behavior can be divided into three categories accord-
ing to the nature of the responses that comprise it. When exploratory
responses consist of changes in posture, in the orientation of sense
organs, or in the state of sense organs, we shall call them orienting
responses. When they consist of locomotion, we shall refer to them as
locomotor exploration. When they effect changes in external objects,
by manipulating them or otherwise, we shall call them investigatory
responses.

We shall find it convenient to divide up our material according to
this classification, but the criteria on which the classification is based
are, admittedly, superficial and somewhat arbitrary. Only future ex-
perimentation, on both behavioral and physiological levels, can tell us
where the natural affinities and oppositions within exploratory behavior
lie. Even from our present vantage point, however, it seems likely that
certain distinctions which cut across our threefold classification and
have been quite woefully overlooked in the extant literature on ex-
ploration will prove more substantive.

One of these is the distinction between extrinsic and intrinsic ex-
ploration. The stimuli to which a subject gains access through extrinsic
exploration are sought only as cues for the guidance of some succeed-
ing response with an independent source of biological value or rein-
forcement. The stimuli made available by intrinsic exploration are, in
contrast, sufficient in themselves, regardless of their immediate prac-
tical value. Confusion between the two is a common basis for dramatic
irony in literature. Othello's request to see Desdemona's handkerchief,
for example, is made to look like an intrinsic investigatory response.
It is, however, actually extrinsic investigation, since his purpose is to
elicit from her a reaction, indicative of guilt or innocence, that will
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determine his subsequent treatment of her. Extrinsic exploratory re-
sponses are often called observing responses, after Wyckoff (1952).

Next, there is the distinction between exploration that is aimed at
stimuli coming from one particular source, providing information about
one particular object or event, and exploration that has no such direc-
tion. The former, which we shall call specific exploration, is character-
teristic of a human being who sets out to find a piece of lost property
or the solution to an intellectual problem. A person who seeks enter-
tainment, relief from boredom, or new experiences will be satisfied
with stimuli from any of a wide range of sources, provided only that
their collative properties are just right. This we shall call diversive
exploration.

Lastly, there may well be material differences between exploratory
responses yielding further stimulation from stimulus objects that are
already acting on receptors and exploratory responses that bring the
subject into contact with objects that are not already represented in
the stimulus field. We shall call these inspective and inquisitive (Latin
inquirere, to seek) responses respectively. The distinction between
them is the one that colloquial speech draws between looking at and
looking for something.

We shall differentiate between exploratory responses and responses
through which knowledge is acquired, although the two may often
coincide. Discussion of the latter, which we shall call epistemic re-
sponses, will be left to Chapters 10 and 11.

THE ORIENTATION REACTION

In a celebrated and frequently quoted passage, Pavlov (1927) refers,
with some enthusiasm, to what he called the "investigatory" (issle-
dovatel'ski) or "what-is-it?" (chto takoe?) reflex. He writes:

It is this reflex which brings about the immediate response in man
and animals to the slightest changes in the world around them, so
that they immediately orientate their appropriate receptor organ in
accordance with the perceptible quality in the agent bringing about
the change, making full investigation of it. The biological significance
of this reflex is obvious. If the animal were not provided with such
a reflex its life would hang at every moment by a thread. In man
this reflex has been greatly developed with far-reaching results,
being represented in its highest form by inquisitiveness—the parent
of that scientific method through which we hope one day to come
to a true orientation in knowledge of the world around us.

At other times, Pavlov used the terms "orientation" (orientirovochny)
reflex and "adjusting" (ustanovochny) reflex for the same phenomenon,
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while his contemporary and compatriot, Bekhterev (1928), spoke of it
as the "concentration reflex" (refteks sosredotocheniia). These various
names have been used more or less interchangeably by Russian physi-
ologists and psychologists, although they have recently been tending
to reserve the term "investigatory" or the compound "orienting-in-
vestigatory" for the more elaborate and energetic forms of exploratory
behavior that we have placed in the other categories.

Orienting behavior has been recognized by Russian experimenters
as a worthwhile topic for research ever since Pavlov paid his respects
to it. But advances in neurophysiological knowledge and recording
techniques have caused the Pavlovian concept of an orientation reflex
or orientation reaction to be modified and extended and given a new
impetus to its investigation in Soviet laboratories. Among those, too
numerous to mention, who have worked in this area, Sokolov (1954,
1957Z?, 1958) has concentrated on it most systematically and gone far-
thest toward a theoretical synthesis of his own and other men's findings.

The major conclusion yielded by these investigations is that out-
wardly visible orienting behavior—the postural changes and receptor
adjustments that we have agreed to class as orienting responses—forms
part of a whole constellation of physiological processes, permeating
the entire organism, that can be elicited by the onset, termination,
intensification, weakening, or modification in any other way of any
kind of stimulation. The components of this many-sided orientation
reaction, as revealed by the experiments of Sokolov and others (includ-
ing American investigators, e.g., Robinson and Gantt 1947, Davis et al.
1955, Dykman et al. 1959), are as follows:

1. Changes in Sense Organs
a. The pupil of the eye dilates.
b. Photochemical changes, lowering the absolute threshold for in-

tensity of light, occur in the retina.

2. Changes in the Skeletal Muscles That Direct Sense Organs
a. The eyes open wide and turn toward a source of visual stimula-

tion; this action is often accompanied by movements of the head, the
trunk, and even the whole body.

b. The head turns toward a source of sound.
c. Animals prick up their ears.
d. Sniffing occurs, especially in animals that use their olfactory

sense much more than man.

3. Changes in General Skeletal Musculature
a. Ongoing actions are temporarily arrested.
b. General muscle tonus rises, increasing readiness for activity in the
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skeletal muscles. Kvasov (1958) has called this phenomenon the
"what's-to-be-done?" (chto delaf?) reflex by analogy with Pavlov's
"what-is-it?" reflex.

c. There may be diffuse bodily movements and vocalization (re-
ported in the dog by Robinson and Gantt 1947).

d. There is an increase in muscular electrical activity, detectable
with the electromyograph (Davis et al. 1955).

4. Changes in the Central Nervous System

a. Alpha waves, when present, disappear and give place to faster,
more irregular EEG activity.

b. When slower EEG waves, representative of drowsy and somno-
lent states, are present, they are replaced by alpha waves.

c. If, however, fast waves in the beta (14 to 30 cps) or gamma
(over 30 cps) range are already present, the orientation reaction will
not produce an EEG change.

5. Vegetative Changes

a. The blood vessels in the limbs contract, while those in the head
expand.

b. The GSR (an increase in the electrical conductance of the palm
and the sole) occurs.

c. There are cardiac and respiratory changes, whose exact nature
varies. Petelina (1958) distinguishes a "compression" reaction, with
breathing momentarily interrupted, or at least becoming slower and
shallower, and with a reduction in the pulse rate, from a "stimulation"
reaction, marked by deeper and quicker breathing and faster heart-
beats. The compression reaction was evoked in dogs by the first pres-
entations of a tone, while the stimulation reaction occurred in response
to later presentations of the tone and to the first presentations of a
flash of light. Vestibular sensations, produced by rotating the chamber
in which the animals were placed, evoked the stimulation reaction
when they began and the compression reaction when they ceased.
American experimenters (e.g., Robinson and Gantt 1947, Dykman
et al. 1959) have likewise found that, while a novel stimulus will
generally provoke a change in heart rate, the direction of the change
may vary from subject to subject or even from time to time in the
same subject. Davis et al. (1955) report that, in human subjects, tones
cause respiration to become greater in amplitude but lower in fre-
quency and that the first few presentations of cutaneous stimuli are
followed by a decrease in amplitude and an increase in frequency,
whereas later presentations increase amplitude and decrease frequency.
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Most of these changes are readily recognizable as phenomena asso-
ciated either with excitation of the RAS or with excitation of the sym-
pathetic nervous system. The close collaboration that evidently exists
between these two systems has already been remarked on in the last
chapter. Both Western (e.g., Buser and Roger 1957, Fessard and
Gastaut 1958) and Russian writers have, accordingly, been quick to
connect the new, broad conception of the orientation reaction with
the activation or arousal pattern. Direct stimulation of either the retic-
ular formation or the hypothalamus of the waking cat will, in fact,
produce typical manifestations of the orientation reaction (Grastyan,
Lissak, and Kekesi 1956).

FUNCTIONS OF THE ORIENTATION REACTION

Efferent Aspects

The functions of many of the elements of the orientation reaction
are obvious when one realizes that the reaction is generally called
forth by environmental events that may require prompt and energetic
action. The skeletal musculature is mobilized for swift execution (3fc,
3c, and 3d). Any activity that is already under way is stopped, so
that it will not interfere with any measures of overriding priority
that may be called for, and motor resources are held in check pend-
ing the receipt of enough information to select the most effective
course of action (3a and perhaps the compression reaction discussed
in 5c).

Afferent Aspects

The changes in the internal state of sense organs and in their
orientation intensify the stimulus that provoked the orientation re-
action. But it is important to note also that they provide access to
new sources of stimulation for the same sensory mode and that they
affect the reception of stimuli that concern other sensory modes.
The turning of the head in the direction from which a sound is
coming, for example, not only makes the source of sound equidistant
from both ears, which is an optimal condition for hearing; it also
enables the eyes to pick up visual stimuli from the same location.
Furthermore, virtually every stimulus occasions a range of processes
that sensitize the whole receptor equipment of the organism. Pupillary
dilatation, for instance, is elicited not only by visual phenomena—re-
duction in illumination and change of color—but also by auditory,
olfactory, gustatory, tactual, and electrocutaneous stimulation (Liber-
man 1958, Shakhnovich 1958). Similarly, acid on the tongue, the
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sound of a whistle, and the stroking of the skin with a hair all intensify
the action currents that are normally detectable in the external eye
muscles.

Sokolov thinks that some of the vegetative components of the
orientation reaction are likewise connected with processes that enhance
receptivity—that the respiratory changes facilitate olfaction and that
the GSR has to do with changes that raise cutaneous sensitivity.
Darrow (1936), however, saw the increase in perspiration that pro-
duces the GSR as a mechanism for enabling the palms and the soles
to grip better.

Kvasov (1958) claims that every sensory mode has its "propriomus-
cular" apparatus, belonging to a muscular system that is distinct from
the commonly recognized skeletal and visceral musculatures; the
propriomuscles are controlled by their corresponding sensory areas in
the cerebral cortex and not by the motor areas in the frontal lobe.
Propriomuscles include, of course, the internal muscles of the eye that
control the width of pupillary aperture and the shape of the lens,
the external muscles that move the eyeball, the muscles that move
the outer ear and those that alter the tension of the eardrum, the
muscles in the nostrils and nasal passages, and the muscles that
move the tongue. In addition to these more obvious instances of
propriomusculature, there are the muscle spindles and the muscles
at the roots of hairs, whose contractions, according to Kvasov, promote
kinesthetic and cutaneous sensitivity, respectively.

Not all of these propriomuscular responses have been shown to
participate in the generalized orientation reaction, evoked indiscrimi-
nately by all kinds of stimulus change. But it seems not unlikely that
all do so.

Once a stimulus that is capable of provoking the orientation re-
action has been delivered through one sense, it is manifestly important
to have the organs of other senses sensitized, since an event that
stimulates one receptor will usually emit supplementary information
to which other receptors are responsive. There is no lack of evidence,
especially in recent Russian work, that this reciprocal sensitization
among different modes occurs (see Sokolov 1958). The absolute
threshold for luminous intensity can be lowered by applying auditory,
tactual, and other stimuli, while the auditory threshold falls in re-
sponse to visual stimuli that evoke eye movements. These increases
in sensitivity coincide with the manifestations of the orientation re-
action.

There is, of course, a perplexity here that only future research can
clear up. We have mentioned studies showing that the advent of a
dominant stimulus can both raise and lower sensitivity to stimuli

84



arriving at other receptors. Moreover, direct stimulation of the RAS
has been claimed to have both facilitatory and inhibitory effects on
sensory channels, just as it can have both facilitatory and inhibitory
motor effects. It is possible the intensity of the orientation reaction
decides which direction the sensory effect will take. Sensory inhi-
bition has been produced in cats by stimuli of special biological
significance, such as the sight of a mouse or a painful prick (see
Hernandez-Peon, Scherrer, and Jouvet 1956), whereas Sokolov detected
visual sensitization during the action of novel but biologically in-
different sounds. It is noteworthy that these sounds were most effective
in increasing visual sensitivity when they had been repeated a few
times, i.e., when their novelty had worn off a little. Likewise, Makarov
(1952) found that painful electric shocks would lower visual sensitivity
at first but raise it after a while.

Central Aspects

One of the most distinctive signs of the orientation reaction is
simultaneous vasoconstriction in the extremities and vasodilatation in
the head. Sokolov believes that this represents the diversion of blood
from the periphery to the brain, which must be ready to analyze
incoming information and organize emergency action.

Evidence that an enhancement of visual analyzing capacities co-
incides with alpha-wave blocking has come from East (Sokolov 1954,
1958) and West (D. B. Lindsley 1957&). It will be remembered
that, in a waking subject, an increase in arousal means a change in
the EEG pattern toward less regularity and higher frequency. Both of
these may help.

Lindsley cites data from his own and other laboratories, seeming
to indicate that the alpha wave mirrors a cycle of excitability, such
that optimal response to a visual stimulus can occur only at the
moment when the wave is in a certain phase. It looks, in fact, as
if the transmission of impulses from the eye to their cortical destination
is interrupted until this phase is reached. In a state of high arousal,
the electrical activity of the cortex is irregular, which must mean that
the cyclical changes of state in different cortical units are no longer
synchronized. Different units will then reach their optimal phase at
different times, so that any incoming volley of impulses from the optic-
nerve can, as soon as it arrives, find some unit somewhere that is
able to process it immediately, and response to visual information
will thus be expedited.

The increase in EEG frequency seems likewise to betoken an in-
crease in what Sokolov calls the "lability" of the visual cortex, i.e.,
the speed with which neural units can recover from one burst of
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activity to undertake another. The cortex of the cat or the monkey
will normally respond with two separate potentials to flashes of light
100 milliseconds apart, but with a single potential when the interval
between the flashes is reduced to 50 milliseconds. If, however, the
reticular formation has just been stimulated, two distinct responses
will occur even with the shorter interval (D. B. Lindsley 1957Z?).
Sokolov reports consonant observations with photic driving. This is
the name given to a phenomenon which appears when the eyes are
exposed to rhythmical flashes of light; at frequencies within a certain
range, the EEG waves will come to coincide with the flashes. Sokolov's
group used light flashing at 9, 18, and 27 cps. Normally, the most
marked photic driving appeared at 9 cps, but conditions evoking a
strong orientation reaction, e.g., the occurrence of a loud sound,
caused the maximum to shift upwards to the higher frequencies. The
increased lability that all these data demonstrate indicates an increase
in visual resolving power—in the number of discrete visual stimuli
that can be registered in a unit of time and thus in the rate with
which information coming in through the optic inlet can be utilized.

DYNAMICS OF THE ORIENTATION REACTION

It is difficult to disentangle the roles of heredity and learning in
the formation of the orientation reaction. Many of its components,
especially the less overt ones, certainly appear to be innate. Gener-
alized movements and inhibition of ongoing activities like sucking
appear in human infants within the first hours after birth as responses
to loud sounds (see Bronshtein, Itina, Kamenetskaia, and Sytova
1958). But their precise functional significance is obscure. The ability
to follow an object accurately with the eyes takes some time to
become established. This could very well be a matter of maturation.
But the ability could conceivably be the product of learning, if
maintaining the image of an object on the fovea acts as a reward.
In adult human beings and other mammals, we can be sure that
learning has the major say in determining what conditions will
evoke the orientation reaction as well as what actions will follow
its evocation.

What is most interesting about the orientation reaction, however,
is the way in which, learned or unlearned, it conforms to many
of the principles that have been found to govern learned responses
in general. It contrasts with most innate behavior patterns, particu-
larly in the ease with which its association with a stimulus can be
switched on and off.
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Extinction

The orientation reaction gradually disappears if the stimulus elicit-
ing it is repeated at intervals of a few seconds or minutes. Further
repetitions will produce a chronic extinction, the reaction extinguish-
ing more and more quickly on succeeding days. Popov (1921) found
that this chronic extinction was still in evidence after seventeen days,
but Robinson and Gantt (1947) found some degree of recovery after
two months. Continued repetition of a stimulus that has ceased to
evoke an orientation reaction will bring about a more and more
generalized inhibitory state, affecting quite different responses and
eventually bringing on sleep (Chechulin 1923). The efficacy of con-
tinuing or rhythmically repeating stimuli as aids to the induction of
a hypnotic trance is, no doubt, another aspect of this property. Pavlov
(1927) used prolonged conditioned stimuli without reinforcement to
provoke the various hypnotic phases in dogs.

Stimuli with Signal Value

The orientation reaction becomes especially resistant to extinction
or, if it has already been extinguished, it revives when a stimulus is
given signal value. One way to accomplish this is to apply the stimulus
a few times shortly before a biologically important condition, such
as pain or the presence of food. Another easier way that works well
with human subjects is to impose, through verbal instruction, a task
requiring them to note the presence of the stimulus and its properties.
For example, subjects can be told to press a button whenever the
stimulus is detectable or to rate the intensity of the stimulus on a
five-point scale. Maruszewski (1957) restored extinguished GSRs and
EEG activation patterns to sounds by telling subjects to count how
often long and short sounds occurred or to raise one hand on hearing
a short sound and the other hand on hearing a long sound. The
orientation reaction will also return temporarily when stimuli become
intense enough to cross the pain threshold.

In such circumstances, the orientation reaction is likely to persist
for a long time, extinguishing only when the response required by an
assigned task becomes entirely automatic. If a discrimination is
imposed (so that stimuli of one kind are followed by a biologically
important event but stimuli of a slightly different kind are not) or
if the instructions require subjects to perform different responses ac-
cording to the properties of the stimuli, the orientation reaction to
both positive and negative stimuli will become extremely persistent
and strong. The more difficult the discrimination, the more this will
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be so. Similarly, the orientation reaction will be singularly intense
and last more or less indefinitely if a stimulus with signal value is
hard to detect, e.g., because it is near the absolute threshold.

In view of these phenomena, it is worth noting the finding of
Galambos, Sheatz, and Vernier (1956) that the electrical discharge
in the cochlear nucleus that is provoked by a click becomes markedly
more frequent, more intense, and more widespread when the click is
paired with an electric shock. This is presumably due to facilitatory
influence conveyed by special efferent fibers.

Experiments by Grastyan, Lissak, Madarasz, and Dunhoffer (1959)
with cats and by Polezhaev (1959&) with dogs seem to signify that
there can also be qualitative differences between the orientation re-
actions evoked by signal and nonsignal stimuli. When an unfamiliar
stimulus is first experienced, an animal is likely to stop whatever it
is doing (cf. Pavlov's external inhibition and the arrest reaction as-
sociated with stimulation of the thalamic reticular system) and either
to look up in no particular direction or to direct short, abrupt orient-
ing movements of the head toward the source of stimulation. Breath-
ing is momentarily interrupted or becomes slower. Polezhaev reports
an increase in EEG amplitude during these phenomena (which he
names the "reflex of biological caution"), but the Hungarian ex-
perimenters report desynchronization in both the hippocampus and
the neocortex. When the formerly indifferent stimulus has been paired
with food a few times, another pattern of behavior emerges. Pro-
longed systematic searching movements are directed toward the con-
ditioned stimulus or, later, toward the place where food appears.
Simultaneously, there is desynchronization in the neocortex, while
slow waves are recorded from the hippocampus.

ADAPTIVE AND DEFENSIVE REACTIONS

The kinds of stimuli that evoke the orientation reaction are capable
also of evoking other reactions, which, while they embody phenomena
resembling those of the orientation reaction and interact with the
latter in interesting ways, are sharply distinguishable from it. They
fall into two categories, namely, adaptive (adaptatsionny) and defen-
sive (oboroniteVny) reactions (Sokolov 1957a, 1958).

1. Adaptive Reactions

Adaptive reactions act in the opposite direction to the orientation
reaction, since they tend either to diminish the impact of a change in
stimulation—to desensitize, in other words—or to restore excitation
to some optimal level.
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The most familiar examples are those which occur in the eye. A
decrease in illumination causes pupillary dilatation, which raises the
influx of light, and the photochemical retinal process of dark adapta-
tion, which heightens retinal sensitivity; an increase in illumination
reverses these changes by making the pupils contract and the retina
undergo the threshold-raising process of light adaptation. The partial
restoration of alpha-wave activity as light continues to stimulate the
eye is, according to Sokolov, a more central visual adaptive response.

If hot or cold objects are applied to the skin or the temperature
of the air rises or falls, adaptive responses take the form of a general
dilatation of superficial blood vessels (facilitating the loss of heat) or
their general constriction (facilitating the retention of heat), respec-
tively.

One must delve a little deeper to detect auditory adaptive responses,
but Hernandez-Peon and Scherrer (1955) report a falling off of po-
tentials recorded from the cochlear nucleus, the first substation reached
by the auditory tract on its way to the brain, with successive pres-
entations of a repetitive click. The potentials recover their strength
after the clicks have been paired with electric shocks. The way in
which cutaneous, gustatory, and olfactory sensations lose their in-
tensity when prolonged or repeated suggests that the neural mecha-
nisms of other senses may be subject to similar processes.

The general rule is that the orientation reaction marks the first
onset of a stimulus and is later replaced by adaptive responses. This
is, for instance, the case with thermal stimuli. A continuous hot or
cold agent evokes orientation for a few seconds, but adaptive re-
sponses then appear, giving way to a brief recurrence of the orient-
ing reaction when the agent ceases to act. If hot or cold agents are ap-
plied repetitively, later applications will come to evoke their adaptive
responses immediately, without being preceded by orientation. The
two kinds of reaction are easy to distinguish, since the vascular
component of the orienting reaction involves vasodilatation in the
head and vasoconstriction in the hand, whereas the plethysmograph
registers similar changes in both areas—constriction in response to
cold and dilatation in response to heat—during the adaptive phase.

The effects of visual stimulation are rather more complicated. In
exceptional circumstances, a sudden increase in illumination may
momentarily provoke the pupillary dilatation that is part of the gener-
alized orientation reaction. Usually the influx of light produces, right
from the start and simultaneously, peripheral adaptive responses
(contraction of the pupil and light adaptation of the retina) and the
central component of the orientation reaction (alpha blocking). The
result is that the visual threshold is raised while light is actually
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stimulating the eye. The threshold is found to be lowered a few
seconds after a brief flash has ceased, but if intense illumination is
prolonged, alpha blocking and pupillary constriction gradually di-
minish, probably because the retina is becoming less responsive as
light adaptation proceeds. On the other hand, a sudden plunge into
darkness evokes peripheral adaptive responses (expansion of the
pupil and retinal dark adaptation) and a brief central orienting re-
action (alpha blocking) which work in the same direction, namely,
toward heightened visual sensitivity. Subsequently, if darkness con-
tinues, alpha waves become intensified and general drowsiness may
supervene.

Unlike the orientation reaction, adaptive responses are localized
phenomena, being confined to those sense organs and parts of the
central nervous system that are associated with the particular modality
to which the stimulus belongs. They contrast with the orientation
reaction further in taking different forms for stimuli of different
qualities, in producing opposite effects when a stimulus starts and
ends, in continuing throughout the action of a stimulus, and in failing
to extinguish with repeated evocation. Adaptive responses can, how-
ever, be inhibited and replaced by the orientation reaction if an
extraneous stimulus obtrudes itself or if the stimulus to which they
are attached acquire signal value. (See Fig. 4-1).

2. Defensive Reactions

Defensive reactions resemble adaptive responses in that they act
to counteract stimulation. Yet they share with the orientation reaction
a generalized and pervasive character. The stimuli that evoke them
are those with extremely high intensity or with a painful quality.

As Sokolov uses the term, "defensive reactions" include running
away or withdrawing part of the body from a noxious agent, as well
as aggressive movements aimed at its removal or destruction. But
there are other, more immediate physiological processes that form the
organism's first line of defense and bear the same relation to these
more active measures as orienting responses bear to other varieties of
exploratory behavior. There is, for example, the response of becom-
ing immobile. There is blinking, which protects the eye from, say, a
puff of air but also occurs in response to bright flashes of light, loud
noises, or pain. Then there are gasps, constriction of blood vessels,
and various humoral processes.

The clearest way to distinguish orientation changes from defensive
reactions is, once again, to measure vascular changes in the head,
since these take the form of dilation in the former case and con-
striction in the latter, whereas the blood vessels of the hand constrict
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FIG. 4-1. Examples of orientation and adaptive reactions. (Adapted from Sokolov
1957a and Sokolov 1958.)

in both cases. Figure 4-2 shows the results of an experiment by
Sokolov on the interaction between the two kinds of reaction with
varying intensities of electrical stimulation to the skin. The intensity
is measured in "conventional units," a measure which is directly pro-
portional to voltage. It will be seen that the weakest stimuli of all
evoke neither reaction; they are, in other words, subliminal. Then
follows a range of intensities with more and more intense stimuli
evoking the orientation reaction for more and more trials before ex-
tinction. Next comes a range of intensities which evoke the orientation
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fntensity of the stimulus in conventional units

FIG. 4-2. Orientation and defensive reactions as a function of stimulus intensity
and number of presentations: (1) • no reaction; (2) m orientation reaction;
(3) 2D defensive reaction. (From Sokolov 1958.)

reaction for the first few presentations and the defensive reaction
thereafter, the change from the one to the other coming earlier and
earlier as intensity grows. Finally, the most intense stimuli of all
evoke the defensive reaction from the start, without going through
a phase of evoking the orientation reaction. It seems likely that much
the same thing would happen with varying intensities of other kinds
of stimulation, although they would presumably have to become
extremely strong before they gave rise to defensive reactions.

When a stimulus acquires signal value, the range of intensities evok-
ing an orientation reaction undergoes a marked expansion in both
directions (see Fig. 4-3), encroaching on both the intensities that
were formerly too weak to evoke any reaction at all and the intensities
that were formerly high enough to evoke defensive reactions instead.

In this connection, it is worth noting that activation of the RAS,
either by direct electrical stimulation or by the injection of adrenaline,
was found by Hugelin (1955a) to inhibit a nociceptive reflex (open-
ing of the mouth in response to an electric shock to the tongue) in
the cat. It is as if the alerted nervous system had to sacrifice
processes dealing with local threats in order to reserve their equip-
ment for information gathering or urgent action in the interest of the
whole organism.

THE ORIENTATION REACTION AND AROUSAL

Two distinctions introduced by Sokolov may prove instructive with
regard to the relations between the orientation reaction and the arousal
dimension.
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FIG. 4-3. Orientation and defensive reactions as a function of stimulus intensity
and presence or absence of signal value. The upper curve of each pair represents
the blood vessels of the head and the lower curve the blood vessels of the hand.
Examples from two subjects. (From Sokolov 1958.)

Phasic and Tonic Orientation Reactions

First, he extends to orientation reactions Sherrington's (1906) dis-
tinction between phasic and tonic skeletal reflexes. For Sherrington,
phasic reflexes were those that produce transient bodily movements,
while tonic reflexes were the ones that serve to alter or maintain
posture. The phasic orientation reaction is the complex of short-lasting
changes that follow the onset, termination, or sudden modification of
a stimulus. It is, in fact, the orientation reaction with which we have
been chiefly concerned so far. Tonic orientation reactions, on the
other hand, take the form of longer-lasting and more gradual rises
in the indexes of arousal.

An intense or sudden stimulus, especially if it is painful or has
signal value and is repeated a few times, will, quite apart from
provoking phasic orientation reactions, drag upward the dominant
frequency of background EEG activity and the prevailing level of
skin conductance. It will rouse a subject from sleep or drowsiness,
and it will intensify phasic alpha blockings and GSRs when they
occur. If, however, an indifferent stimulus recurs at short intervals,
the attenuation and eventual disappearance of the phasic orientation
reaction goes hand in hand with a decline in background skin con-
ductance and EEG frequency.
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The tonic orientation reaction seems clearly enough to constitute a
long-term shift in the level of arousal, whereas the phasic orientation
reaction amounts to a fleeting jump. To use Stennett's (1957a) apt
analogy, the one is related to the other as a tide is related to a wave.
This does not, of course, exclude the possibility that there may be
other, more fundamental differences between them, e.g., that one of
these reactions may have some components that the other does not
have.

Generalized and Localized Orientation Reactions

Sokolov's second distinction is between generalized and localized
orientation reactions. The immediate effect of any sharp change in
the stimulus field is of the former kind: the generalized orientation
reaction alerts the organism's total sensory equipment, whatever the
modality to which the provoking stimulus belongs. But as the change
is repeated, the processes affecting other senses disappear with
relative quickness, and localized orientation reactions, correspond-
ing to the sense that is being stimulated, remain for some time
longer.*

Both visual and tactual stimuli, for example, initially evoke alpha
blocking and the GSR as components of a generalized reaction. But,
with successive flashes of light, the GSR extinguishes early and the
EEG activation pattern in the visual cortex persists, whereas the GSR
outlasts other components if tactual receptors are repeatedly excited.
If kinesthetic stimulation is produced by moving the subject's arm up
and down, the localized reaction, which continues after other com-
ponents have faded, is the blocking of the Rolandic rhythm, the bow-
shaped waves (rythme en arceau) that are recorded from the motor
cortex in some subjects and have approximately the same frequency as
alpha waves.

The generalized orientation reaction is attributed (Fessard and
Gastaut 1958, Sokolov 1958) to the lower or brain-stem section of
the RAS which, it will be recalled, belongs to a nonspecific projection
system, while the upper or thalamic reaches of the RAS, which are
apparently able to activate cortical areas separately, are held to be
responsible for the localized reactions.

* Sharpless and Jasper (1956) distinguish a "tonic arousal reaction," which is
slow to occur, slow to subside, easy to habituate, and dependent on the lower
RAS, from a quicker, briefer, habituation-resistant, "phasic arousal reaction," de-
pendent on the thalamic RAS. This seems, however, to be closer to Sokolov's
generalized-localized dichotomy than to his usage of the terms "tonic" and
"phasic."
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THE ORIENTATION REACTION AND ORIENTING RESPONSES

Nomenclature

Kvasov (1958) quarrels with the practice, well established among
other Russian writers, of using the expression "orientation reaction"
to cover all the changes that regularly supervene when a startling
stimulus is received. Some of these changes clearly modify incoming
stimulation and augment its yield of transmitted information. They
are thus entitled to be regarded as exploratory behavior. But others do
not seem to be directly concerned with receptivity at all. They seem
rather to consist of processes that are likely to come in useful in
quite different ways, e.g., by facilitating action or thought, on oc-
casions when stimuli that call for close scrutiny are present.

We shall, however, conform to what has become current usage in
both Eastern European and Western countries and refer to the whole
complex as the orientation reaction. We shall reserve the term "orient-
ing response" for processes that focus, direct, or sensitize receptor
organs and thus have an unmistakable exploratory function. These
latter will include responses of the propriomusculature, which Kvasov
thinks should alone be called orienting responses. But it seems reason-
able also to include responses of the skeletal musculature that orient
receptors by changing posture, as well as any photochemical, humoral,
or vegetative responses that might elevate sensitivity.

The term "arousal reaction" is usually and most properly applied
to the change that turns a sleeping animal into a waking one, whereas
the orientation reaction is a process that occurs in an animal that is
awake but not at its most alert. Both the arousal reaction and the
orientation reaction can be assumed to entail a steep rise in the level
of arousal.

Many of the orienting responses that are embodied in the orientation
reaction contribute to the intensive aspect of attention. They expand
the inflow of information from the environment as a whole. They
might, like the retinal-sensitization response or the pupillary-dilatation
response, draw increased information from one particular source. But
they do not diminish the information that is entering through other
channels, whether or not the latter is filtered out by central attentive
processes. Other orienting responses, such as shifting the gaze or turn-
ing the head or running the fingers over an object, have a stimulus-
selecting function. They increase or introduce information from one
source at the expense of information from other sources.

It may be remarked in passing that the other kinds of exploratory
behavior, namely, locomotor exploration and investigation, can have
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only a selective function. When an animal changes its location, it
must inevitably move its receptors away from some stimulus objects
while bringing them nearer to others. And when changes are effected
in an external object, information derived from its new state replaces
information that would have been obtainable from other states in
which it might have been.

The Role of the Cortex

Subcortical structures must be able, to some extent, to control
orienting responses, since Pavlov and his followers found them to
occur with appreciable strength in decorticate animals. But since
selective orienting responses can vary quite subtly with the nature and
position of the stimuli that evoke them, it seems probable that they
normally call on the fine discriminating powers of the cortex. It is
noteworthy, therefore, that the stimulation of a particular point in
the visual cortex of the monkey will make the eyes move to fixate the
corresponding point in the stimulus field (Walker and Weaver 1940).
Likewise, in a series of experiments on cats and monkeys, Lagutina
(1955, 1958) found in all cases that stimulation of the visual cortex
would evoke head turning and eye movements, stimulation of the
olfactory cortex would evoke head turning and sniffing, and stimu-
lation of the auditory cortex would evoke pricking up of the ears,
as well as nonspecific accompaniments of the orientation reaction, such
as pupillary dilatation and respiratory disturbance.

DETERMINANTS OF SELECTIVE ORIENTING RESPONSES

We must now turn to the question of what factors direct selective
orienting responses toward one stimulus object rather than another.
We must consider available experimental evidence bearing on this
question, but, once again, we shall find it lamentably inadequate. Most
of it is, for fairly obvious reasons, concerned with visual orientation.

1. Intensity

Developmental psychologists (e.g., Piaget 1936) have regularly re-
ported that infants fixate and follow patches of bright light from a
few weeks after birth. On the other hand, Berlyne (1958Z?) failed to
find any preference in three- to nine-month-old babies for looking
at a white rectangle rather than at a gray or black one, perhaps be-
cause the differences in intensity were, in this case, not great enough.
Harlow (personal communication) reports strong preferences for
looking at white objects in newborn monkeys.
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2. Color

The influence of color on visual fixation in infants has been in-
vestigated by Valentine (1914) and by Staples (1932). Valentine
presented two different colored strands of wool side by side and
noted how long each was fixated. Staples used a similar procedure
with paper disks. It appears that infants have definite color preferences
by about the fourth month and that they are more likely to look at
chromatic colors than at gray. There is no exact agreement between
these two writers on the order of preference, but, in general, infants
prefer to look at the warm hues in the long-wave half of the spectrum.
A baby chimpanzee tested by Fantz (1958a) was, however, more
inclined to fixate blue than red.

Brandt (1944), using an eye-movement cinecamera, found that
adults spend more time looking at red and white designs than at
black and white ones and also that they spend more time looking
at that member of a pair of hues which they say they like better.

3. Indicating Stimuli

Human life supplies countless demonstrations that orienting re-
sponses can become attached to signals through learning. Verbal
formulas like "Look at what he is doing!" and "Listen to this!" and
pointing with the finger are obvious examples. The sight of another
person performing an orienting response will often do just as well.
There is the time-honored practical joke in which a man stops in
the middle of a busy street with eyes focused on the sky—and then
walks off, leaving a staring crowd.

Several Russian experiments have shown how a conditioned orient-
ing response can become associated with a stimulus that has regularly
preceded another, even though both stimuli are biologically neutral.
Narbutovich and Podkopaev (1936) exposed dogs to several repeti-
tions of a flash of light followed by a tone, and the light came to
evoke head turning toward the source of sound. Similarly, a tone
sounded just before a flash of light evoked head turning toward the
bulb. The same phenomenon has been demonstrated in the 2?2-month-
old human infant, with a tone as the conditioned stimulus and a flash
of light to the right of the head as the unconditioned stimulus
(Kasatkin, Mirzoiants, and Khokhitva 1953).

A specially vivid illustration of the principle is the experiment of
Alekseeva (1956). She allowed a dog to wander freely about a
room instead of being harnessed to a stand, as is more usual in
conditioning experiments. The room contained a table onto which the
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dog could climb to take food. A metronome beat for a few seconds
before food was placed on the table, so that climbing was rewarded
only after receipt of this signal. The sound of the metronome was
preceded in its turn by the switching on of a light bulb for ten
seconds. With repetition of this sequence of events, the dog developed
a ritual that consisted of going up to the light bulb and licking it,
then, when the light went on, standing on a carpet in front of the
table with head and eyes turned toward the metronome, and finally
jumping up onto the table when the beating of the metronome began.

Dzhavrishvili (1956) has even obtained backward conditioning of
an orienting response in the dog. The turning on of a lamp was fol-
lowed several times by the ringing of a bell. Afterward, the sound
of the bell without the prior presentation of the visual stimulus evoked
head turning toward the lamp.

4. Novelty

An experiment by Berlyne (1958a) verified that novel stimuli are
more likely to attract visual orienting movements than stimuli that
have appeared repeatedly in the recent past. Pairs of pictures of
animals were projected side by side on a screen for ten seconds.
For ten trials, one animal reappeared constantly on one side, whereas
a different animal appeared every time on the other side. It was
found that subjects spent more and more of the ten seconds fixating
the novel pictures on the varying side and less and less fixating the
recurring picture.

This experiment was, of course, concerned with short-term novelty.
Long-term novelty may be most potent in eliciting fixations when it
is present to an intermediate degree. Piaget's (1936) observations of in-
fants aged five weeks and more led him to state: "The subject
looks neither at what is too familiar, because he is in a way surfeited
with it, nor at what is too new, because this does not correspond to
anything in his schemata (for instance, objects too remote for there
yet to be accommodation, or too small or too large to be analyzed,
etc.)."

The attraction of fixation in both infants and adults by moving
or continuously changing objects is a familiar phenomenon but one
which has received little systematic study.

5. Surprisingness

In experiments on learning, orienting behavior is often found to be
strengthened by an unheralded change in experimental conditions.
It may appear in a particularly marked form in the dog when con-
ditioned stimuli that have habitually been presented in a certain
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order are, for once, presented in a different order (Soloveichik 1928).
If two stimuli have to be discriminated, either because one but not
the other is followed by pain (Vinogradova 1958, with human sub-
jects) or because they indicate that different instrumental responses
will be rewarded (Polezhaev 1958, with dogs), orienting behavior is
elicited when one stimulus follows an unbroken series of repetitions
of the other stimulus. If a dog has been trained to treat several stimuli
as positive or negative alimentary conditioned stimuli, it is likely
to look round when a negative stimulus follows a succession of positive
stimuli (Narbutovich 1938).

Looking up and looking about occur, together with other signs of
emotional disturbance, when an animal is made to expect one kind
of food and is supplied with another kind instead. This has been
reported when rats, having previously found bran mash in the goal
box of a maze, are given sunflower seed (Elliott 1928), when dogs,
having previously found bread in a food box after hearing a bell,
find meat there (Anokhin 1958), and when monkeys, having seen a
banana being placed under a cup, find lettuce when they lift the
cup (Tinklepaugh 1928). Except in the case of Anokhin's dog, these
changes were from a more acceptable to a less acceptable food, so
that frustration may have been the essential factor rather than surprise.

6. Complexity, Uncertainty, Incongruity

In Berlyne's (1958&) experiment with three- to nine-month-old
infants, already mentioned in connection with stimulus intensity,
patterns representing different degrees of complexity were also pre-
sented. The outcome was that, in each of the series of patterns shown
in Fig. 4-4, the pattern on the extreme right was significantly more
likely than the others to attract first fixations. It is worth noting that
Fantz (1958a, 1958b) found a preference in both an infant chimpanzee
and a group of human infants for looking at a chessboard pattern
rather than at a square of solid color. These preferred patterns contain
much more contour than the ones with which they were paired, and
this fact may well be the key. Many of the receptors in the retina—
the so-called on- and off-receptors—become active only when light
begins or ceases to impinge on them. And the eyes are generally in
motion, whether in the course of large-scale traverses of the visual
field or in the course of the minute, fluttering, nystagmic movements
that the eyes are constantly making. Consequently, patterns with more
contour will bring the on- and off-receptors into play to a greater
extent and thus have a higher stimulation value.

In human adults, on the other hand, orienting responses are in-
fluenced by other forms of complexity which are not always reflected
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Series D
FIG. 4-4. (From Berlyne 1958&).

in the amount of contour and whose effect must therefore depend
on more central factors. In another experiment, Berlyne (1958a) ex-
posed adult subjects to pairs of figures, each appearing for ten seconds.
The pairs of figures belonged to six series (exhibited in Fig. 4-5). One
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FIG. 4-5. (From Berlyne 1958a).
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member of each pair (shown on the right) in series A to D differs
from the others in some respect which gives it greater complexity:
irregular arrangement in series A, amount of material in series B,
heterogeneity of elements in series C, and irregularity of shape in
series D.

The variables can alternatively be described in terms of novelty
and information-theory concepts. In series A, C, and D, the more
complex figure is the less familiar; it is less like things that the sub-
ject will have encountered before. This is because, in general, a par-
ticular type of regular pattern will be found more often than a par-
ticular type of irregular pattern, especially in a society with as many
artifacts as our own. There would seem to be no way of separating
these variables except by testing subjects who had been reared in an
abnormal, nightmarish environment where irregular patterns pre-
ponderated. Turning to information theory, the more complex pat-
terns in the same three series contain less redundancy and hence more
uncertainty (relative and absolute). The more complex patterns
of series B contain more absolute uncertainty; more information
would have to be supplied for their complete description.

Series E and F dealt with a different, if related, variable, namely
incongruity. One of the animals in each pair of series E is made up of
parts that we have been trained to believe will not be possessed by
the same creature, such as three heads or anatomical features charac-
teristic of different species. They are more novel than the others,
since animals or pictures resembling the latter but not the former will
have been seen before. They may be regarded as stimuli evoking
conflict, because the perception of one part conflicts with expectations
aroused by other parts, or because the animal portrayed possesses
attributes that we have learned to consider incompatible. Likewise,
the incongruous animals contain more uncertainty. The normal animals
are such that knowledge of the nature of one part enables the
nature of the rest to be predicted easily, but this is not true of the
incongruous ones.

Series F was added for purposes of control. If series E alone had
been used, it would not have been clear whether any effect obtained
was due solely to the unusual combination of elements in the in-
congruous animals or whether the spatial arrangement played a part.
Thus it would not have been clear whether it was a matter of
seeing an elephant's head and a lion's hind legs in unwonted proximity,
or whether it was a matter of seeing a lion's hind legs where an
elephant's hind legs were expected. In series F, therefore, both pictures
of each pair contained the same material, and it included items not
often found in juxtaposition. But in one picture of each pair, part of
one object was incongruously attached to part of the other.
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In every single pair of series A to F, the more complex or in-
congruous figure was fixated for a significantly higher proportion of
the total exposure time than the other figure.

It might be objected that, during the first ten seconds of exposure
to a pair of figures, subjects must barely have time to identify them.
Consequently, if more time is spent fixating more complex or in-
congruous stimuli, it may simply be that those stimuli are harder to
identify and thus require longer inspection. The theoretical importance
of the findings may be severely limited if the tendency is confined to
the first few seconds after stimuli appear. A similar experiment with
material from categories A to E was therefore carried out (Berlyne
1958c), but this time the pairs of figures were exposed for two minutes
each. Nevertheless, with two-minute exposures as with ten-second ex-
posures, more time was spent looking at the more complex or in-
congruous figures.

A third (unpublished) experiment used other pairs of figures, one
member of each pair once again being more complex than the other,
but all the figures were markedly more complex than any used in the
experiments that have just been mentioned. This time there was great
variability among subjects, and the fixation times for the two pictures
of each pair were not significantly different. This finding is difficult
to interpret and points to the need for more investigation of the
whole problem. It may mean, for example, that orienting responses
tend not so much to be attracted to complex parts of the stimulus
field as to shun features with low information content and that they
distribute themselves more or less evenly among features whose in-
formation content exceeds a certain threshold. Alternatively, it may
mean that the most eye-drawing level of complexity differs from sub-
ject to subject but is never in the neighborhood of the lower extreme.

7. Conflict

Polezhaev (1959a) established associations in dogs between various
stimuli and various incompatible activities, e.g., feeding, avoidance of
pain, vomiting, postural reflexes. The simultaneous appearance of
stimuli associated with two of these activities generally gave rise to
vigorous orienting behavior directed at both stimuli in turn.

Orienting movements were also recorded by Bykov (1958) in the
course of conditioning experiments with dogs. The conditioned stimuli,
consisting of various sounds, acted for fifteen seconds, at the end of
which time food was delivered into a tray. When a negative differential
stimulus—a sound that differed from the familiar conditioned stimulus
and was not reinforced—was introduced, orienting behavior was
temporarily called forth by its novelty. However, after a few ex-
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periences with the new stimulus without reinforcement, there was a
marked intensification of orienting behavior not only when the negative
stimulus was presented but even when the positive stimulus occurred.
It died down in both cases after twenty or so trials. The same tempo-
rary resurgence of orienting behavior took place when a negative
stimulus was transformed into a positive stimulus by being followed
by the delivery of food, and when a positive stimulus was changed
into a negative stimulus by ceasing to be reinforced.

The most reasonable explanation for these findings, and the one put
forward by Bykov, is that both positive and negative stimuli in a dif-
ferentiation situation come, for a time, to possess both excitatory and
inhibitory properties. The positive stimulus will have not only an
excitatory property due to its reinforcement but an inhibitory property
due to generalization from the negative stimulus, while the negative
stimulus will be inhibitory as a result of its nonreinforcement and
excitatory by generalization. Similarly, a stimulus undergoing a trans-
formation from a positive to a negative status or vice versa will be in
the process of acquiring one property while not yet having lost the
other. All these stimuli will thus be ambiguous or conflict-inducing.
Further training relieves the conflict as excitation or inhibition es-
tablishes its predominance, and the orienting behavior consequently
dies down.

In Chapter 2, we deduced that a discriminative task will induce
conflict between correct and incorrect response tendencies and that
the degree of conflict will increase with the similarity between the
stimuli that have to be discriminated. Evidence that more difficult
discriminations occasion more numerous and prolonged orienting re-
sponses is therefore of interest.

Vinh-Bang (Piaget and Vinh-Bang 1959) filmed eye movements
while asking subjects to state which of two lines was longer. He
allowed subjects to look at the figures for as long as they wished be-
fore making a judgment and found that the time taken (occupied
by eye movements) was greater when the difference between the
lines was smaller. Phillips (1957) allowed her subjects to lift two
weights in turn as many times as they wished before judging which
was heavier. Here again, subjects lifted the weights more often when
they were more nearly equal.
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Chapter 5

EXPLORATORY BEHAVIOR:

II. LOCOMOTOR EXPLORATION

Locomotor exploration appears to be universal among higher verte-
brates and present to some degree in other branches of the animal
kingdom that are capable of locomotion. Yet it has been studied
systematically in rather few species. By far the greater part of the
relevant literature is concerned with the rat. This animal has many
advantages as an experimental subject for this area of research. Apart
from the qualities that have made him the favorite subject for animal
psychology in general and the extensive knowledge about so many
aspects of his behavior that has been acquired in consequence, his
small size and nimbleness make him especially suitable for experiments
in which locomotion is studied.

There have been a few investigations of locomotor exploratory be-
havior outside the mammalian class. Darchen (1952, 1954, 1957) has
done some with the German cockroach Blatella germanica. His work
is of special interest, not only because it is concerned with an animal
that is only remotely related to the rat or the human being, but
also because of the striking parallels between his findings and those
which experiments on mammalian exploration have yielded. The
strength of exploratory approach behavior in birds, especially among
the crows (family Corvidae), has often been commented on, although
mostly in anecdotal form.

Most of the experiments on locomotor exploration that have been
carried out to date have used mazes, alleys, and open spaces and
have taken the amount of movement between parts of the apparatus
as a measure of exploratory activity. Such experimental situations are
natural ones for animal psychologists to select, being ones that have
proved their usefulness for the study of an immense variety of prob-
lems. Moreover, a great deal of the running around that animals do
in such apparatus must clearly have an exploratory function.

But there are many reasons why the maze and similar pieces of
familiar equipment are not too suitable for the study of exploration.
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For one thing, perambulation serves a variety of functions at different
times, and it is not easy to establish the part played by exposure to
stimuli. Montgomery (1953b) showed that rats that have recently
been deprived of opportunities for physical activity do not traverse
maze alleys more restlessly than others that have just been removed
from an activity wheel. He claimed this as evidence that an activity
drive is not at work. But the possibility that perambulation provides
some kind of motor exercise that is not provided by running in tread-
mill fashion in an activity wheel is not entirely set aside, and, in any
case, there are a whole host of variables that are known to affect the
mobility of the rat.

More serious are the conceptual difficulties that are raised by at-
tempts to measure the amount of exploration an animal devotes to
his environment as a whole rather than to a particular portion of it.
Is a rat that moves rapidly from one set of stimuli to another explor-
ing more or less than an animal that spends a long time in one place
before passing on? Is a visitor in an art gallery who remains fixed
for an hour in front of one painting doing more or less looking than
one who spends an hour on fleeting glances at all the items in the
exhibition?

A further difficulty is of especial importance in view of the subtle
interaction that appears to exist between tendencies to approach and
tendencies to withdraw. When an animal is moving through a maze
alley, he is inevitably moving away from one set of stimuli in the
act of moving toward the next. But how can the relative significance
of these two facts be unraveled?

It seems preferable, on the whole, to resort to a method in which
the animal's exploration of one particular stimulus object can be
measured separately. And we are on surer ground still if we record
as exploration those approach movements toward the object which
are followed by some distinctive orienting response. Craning the
head forward and sniffing fulfill this requirement very well in animals
like the rat. The technique of exposing a prominent stimulus object
(or more than one) and observing the number of times an animal
goes up to it and how long it spends in contact with it has been used
in experiments by Berlyne (1950a, 1955) and Darchen (1952, 1954).
Nevertheless, studies measuring perambulation have yielded most
of the findings that we have at our disposal, and there can be little
doubt, in most cases, that the activity recorded was mainly exploratory.

Before about 1950, there were reports on just a few experiments on
exploration scattered about the literature. These were aimed almost
entirely at demonstrating that activity with an apparently exploratory
function will occur even in the absence of familiar drive states, such
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as hunger or thirst, and tangible incentives, such as food or water.
Dashiell (1925) reported that satiated rats would wander about a
maze of the pattern (Fig. 5-1) that has been named after him.

Nissen (1930) found that rats would cross an electrified grille in
a Columbia obstruction box to
reach a Dashiell maze containing
miscellaneous objects which pre-
sumably heightened its power to
attract exploration. They would
show more willingness to cross the
grille than would satiated animals
with a food or water incentive or
sexually aroused animals with
nothing beyond the grille but a
small empty compartment. He
concluded from these observations
that there is an exploratory drive,

I? K i T U TA t.- ii /-c although its strength, as estimated
FIG. 5-1. The Dashiell maze. (From » & '
Dashiell 1925.) from the number or grille cross-

ings that it would motivate, was
inferior to those of maternal, thirst, hunger, or sex drives. A similar
conclusion was drawn by Mote and Finger (1942) when they found
that satiated rats would run down an alley to an unfamiliar, empty
goal box, although they would not do so with as much speed as
satiated rats that had previously been fed in that goal box.

The more recent experiments have started from the assumption that
the existence and remarkable strength of exploratory tendencies are
by now amply established, and they have accordingly proceeded to
the detection of factors influencing the quantity of exploration.

DETERMINANTS OF INSPECTIVE LOCOMOTOR EXPLORATION

Novelty

We must first consider inspective exploration, which may well be
the commonest kind in natural environments. What usually happens
is that an animal sees an object in the distance, and this sight evokes
the response of approaching the object, with the result that visual
stimulation emanating from it is intensified and supplemented, while
olfactory, auditory, or tactual stimulation may also be brought into
play. The one property of objects that most readily comes to mind as
evocative of such behavior is novelty. The study of the relations be-
tween novelty and exploration is, of course, inseparable from the
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study of the diminution in exploration of an object as it loses its
novelty.

Time since Last Presentation. Experiments attacking the problem
from four different angles have established that exploration increases
with the time that has elapsed since an object was last encountered.

COMPABISON OF EXPLORATION OF NOVEL OBJECTS WITH EXPLORATION

OF FAMILIAR OBJECTS IN THE SAME SUBJECTS. In an experiment by
Berlyne (1950a), rats were allowed to explore three identical objects
—wooden cubes or cardboard cylinders—for five minutes, and they
were then put back into the situation ten minutes later, to find one
of the cubes replaced by a cylinder, or vice versa. During this second
trial, they spent significantly more time exploring the novel object
than exploring the other, familiar objects.

Thiessen and McGaugh (1958) trained hungry rats in a Y maze
with food rewards for eighty trials. On the eighty-first trial, a new
maze arm was added, and the rats showed themselves more inclined
to enter this new arm than the arms with which they were already
acquainted.

Berlyne and Slater (1957) gave rats eight trials per day for three
days in a T maze. The goal boxes were empty except for visual figures
attached to the rear wall, but, whereas one goal box bore the same
(familiar) figure every time, the other goal box always bore a dif-
ferent (novel) figure each time it was entered. Moreover, the rats
were exposed to the familiar figure outside the maze for ten minutes
before each trial. The outcome was that they explored the novel
figures for a higher proportion of the time spent in the goal box than
they explored the familiar figures.

COMPARISON OF EXPLORATION BY SUBJECTS FACED WITH A NOVEL

OBJECT WITH EXPLORATION BY SUBJECTS FACED WITH A FAMILIAR OBJECT.

In Berlyne's (1950a) experiment, rats confronted with one novel and
two familiar objects during their second exposure to the situation ex-
plored the familiar objects for less time than did other rats without
the experience of the previous trial, which were meeting all three
objects for the first time.

Another experiment (Berlyne 1955) showed how rats that have
been exposed to a cube outside the experimental situation for five
minutes immediately before the experimental trial will, during the
first minute of the trial, make fewer approaches to the cube than
rats that have not had this preliminary exposure.

Thompson and Solomon (1954) tested rats in a box in which there
was a card bearing a black and white vertically striped pattern. After
a two-minute interval, the animals were returned to the box for a
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second trial. A control group found the same pattern as before; an
experimental group found the striped pattern replaced by a triangle.
The experimental group explored their pattern more than did the
control group during the second trial.

COMPARISON OF EXPLORATION WITH SUCCESSIVE EXPOSURES TO THE

SAME OBJECT. In the first (1950a) of these two experiments by Berlyne,
the two familiar objects present during the second trial were ex-
plored less than they had been during the first trial, when they had,
of course, been novel.

In another experiment (Berlyne 1955), it was found that if rats are
repeatedly placed in a box containing a wooden cube for three-minute
trials at ten-minute intervals, the number of approaches to the cube
in the first minute will decrease from trial to trial.
THE TIME COURSE OF EXPLORATION WITH PROLONGED EXPOSURE TO AN

OBJECT. When an object is accessible to an animal for a continuous
period of several minutes, exploration is regularly found to decline
with time according to a concave-upward curve. This has been shown
in the rat with exploration of a maze (Montgomery 1953a) and ex-
ploration of a wooden cube (Berlyne 1955). It has also been shown
in the cockroach with exploration of a stick (Darchen 1952). Some-
times, when rats find themselves in a limited space to which they are
not habituated, a brief initial rise in exploration has been observed to
precede the ultimate decline (Thompson and Solomon 1954, Welker
1957). This raises the question of interaction between fear and ex-
ploration, which will be taken up in due course.

Degree of Resemblance between Test Situation and Previous Situ-
ation. So far, we have concentrated on whether an animal has
previously encountered an object, how long ago, and for how long, as
determinants of how novel the object is. Other experiments have taken
as their independent variable the degree to which an object or situ-
ation resembles or contrasts with a previously encountered object or
situation. This (as will be remembered from Chapter 2) is also a
determinant of degree of novelty, and, when its effects are studied,
similar conclusions are favored.

Montgomery (1953a) used black, gray, and white mazes. He placed
his rats in one of the mazes for an exploration trial and then im-
mediately afterward returned them to the same maze for a second
trial or gave them a second trial in a maze of a different albedo.
The amount of exploratory movement in the second trial increased
with the difference in albedo between the first maze and the second
maze. This shows that the decline in exploration will show gener-
alization from one class of stimuli to another commensurate with the
similarity between the two.
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Montgomery used the number of 12-inch sections entered as his
measure of exploration and exposed rats to alleys of different albedoes
in succession. Dember and Millbrook (1956) made their rats choose
between entering arms of different albedoes that were simultaneously
accessible. In the first trial, one arm of their T maze was gray, and the
other either black or white. In the second trial, which took place
two minutes after the first, the arms were either both black (if the
first trial had white and gray arms) or both white (if the first trial
had black and gray arms). The rats tended to enter whichever arm
had undergone the greater change in albedo.

On the other hand, Berlyne (1955) found that exposing a rat before
a trial to a cube of a different albedo from the cube to be explored
did not produce any different effect from exposing it to one of the
same albedo. But this may have been expecting too much from the
animal's powers of discrimination and generalization.

Darchen (1952) replaced a vertical white stick that his cockroaches
had been exploring by a green one; this provoked a resurgence of
exploration, such as replacement by a similar stick failed to provoke.

Duration of Exposure to Previous Situation. The length of time
for which the stimulus situation replaced by a novel stimulus situ-
ation was active appears to influence exploration in the cockroach
and deserves to be tested with mammals. Darchen (1957) found
that cockroaches would explore a colored cube more promptly if it
was introduced after they had spent sixty minutes in an empty box
than if it was introduced after fifteen minutes.

Long-term Decrements. Experiments mentioned so far have demon-
strated that exploration undergoes a short-term decrement as the
time for which an animal has been exposed to a stimulus object
increases. After an absence from the object, when the object has had
a chance to recover its short-term novelty, its exploration is at least
partly restored. However, the question arises of whether there is a
long-term or permanent decline as well as a short-term decline. If
there is, then long-term or complete novelty will be an additional
determinant of the amount of exploration. It will show itself if ex-
ploration after a twenty-four-hour interval recovers to something less
than its initial strength. If trials follow one another twenty-four hours
apart, it will be revealed by a decrease over days.

The evidence on this point is not so unequivocal as one might wish.
Montgomery (1953a) obtained remarkably similar scores on succes-
sive days of testing in a Y maze. But in other experiments using a
Y maze, Zimbardo and Montgomery (1957a) obtained a between-
trials decline in activity whenever a forty-eight-hour interval separated
the trials.
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Danziger and Mainland (1954) observed rats in a circular enclosure,
giving group A a two-minute trial on each of twenty consecutive
days and group B a single, continuous forty-minute trial. Group B's
movement from one part of the enclosure to another underwent a
large decrement in the course of the forty minutes, but group A's
movement did not decrease from day to day.

Berlyne (1955) failed to find any effect when a cube that rats had
not seen for twenty-four hours but had explored on five or more suc-
cessive days previously was replaced by a cube of a markedly different
appearance. On the other hand, there was a sharp drop in exploration
of an empty alcove after the first of a series of daily trials.

In Berlyne and Slater's (1957) experiment with the T maze whose
goal boxes contained cards bearing visual figures, there was a signifi-
cant decrease in time spent sniffing at the figures, whether novel or
familiar, from day to day.

An experiment by Williams and Kuchta (1957) is especially in-
teresting because it subjected rats to one ten-minute trial per day.
On the first four days, the experimental group explored a Y maze
with three black arms and, on the next three days, a maze with one
white and two black arms. During the trial on which they first met
the white arm, these animals devoted a higher proportion of their
exploration to this arm than did a control group that had had access
to the white arm from the start. But their exploration of the white
arm diminished thereafter. It is noteworthy that the control group,
having two black arms and one white arm throughout the seven days
of the experiment, explored the white arm to much the same extent
every day. This suggests strongly that surprisingness plays a part, as
well as novelty pure and simple. A white maze arm located where a
black arm has regularly been found in the past is evidently more ef-
fective in attracting exploration than is a completely unfamiliar white
arm. The phenomenon is only temporary, although the expectations
underlying this surprisingness will evidently outlast twenty-four hours.

In general, this body of research suggests that exploration has a
special role during the first minute or two of each exposure to a
situation and during the very first exposure to it. Most of a rat's ex-
ploratory activity takes place at the beginning of a trial, although
there are usually bursts of renewed exploration from time to time
thereafter. Berlyne (1955) found that the proportion of exploration
occurring during the first minute increases from one daily trial to the
next, and also that many of the experimental variables had a signifi-
cant effect only on the amount of exploration in this first minute. Ex-
ploration in the later part of a trial seems to be much more fortuitous,
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depending largely on where a rat happens to be wandering and what
happens to strike his eye.

Similarly, the day-by-day decline in exploration is usually found to
be steep at first, then more gradual. R. H. J. Watson (1954) reports that
rats are less active and emotional after their first experience in an
experimental situation, even when several weeks elapse between the
first experience and the second. It makes sense, perhaps both in the
light of human behavior and biologically, that an animal should spend
considerable time "getting his bearings" and "taking a look around"
when he first finds himself in unfamiliar surroundings and that he
should spend a short time recognizing or identifying a familiar situa-
tion every time he enters it.

Change. There has been an isolated attempt to introduce a change
while subjects are present. Darchen (1952) suddenly increased the
intensity of illumination while his cockroaches were exploring and
found this to produce a temporary rise in exploratory activity. A sud-
den dimming did not, however, work in the same way.

Complexity

After novelty, the property of objects most commonly connected
with exploration has been complexity. Novelty and complexity are not
always too easy to keep apart, as the most complex environments will
generally offer the greatest wealth of novel sights and smells—at least
for an animal with such a limited range of experiences as the typical
laboratory rat. For example, we cannot be at all sure how far it was
novelty and how far complexity that made the Dashiell maze filled
with miscellaneous objects so effective a lure in Nissen's experiment
(1930).

With novelty controlled as far as possible, complexity appears to
increase inspective exploration. Berlyne (1955) allowed some rats to
explore an empty alcove and others to explore the same alcove con-
taining a gray cube. All the animals had previously seen a black or an
unpainted cube in the same location, but none had ever seen the al-
cove empty before; therefore novelty would be expected to favor
exploration in the latter situation. Nevertheless, the cube, which added
to the complexity of the stimulus field, provoked a significantly larger
number of approaches in the first minute.

A somewhat more decisive test of the complexity variable was de-
vised by Dember, Earl, and Paradise (1957), who used a maze shaped
like a figure eight. One of its loops had walls bearing horizontal black
and white stripes. The walls of the other loop were painted in ver-
tical black and white stripes or else they were completely black or
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completely white. Vertical stripes were deemed more complex than
horizontal, and horizontal stripes more complex than plain walls, since
they presented a much higher number of distinct black or white units
to the animals' eyes. Rats were placed in this maze for one hour on each
of two or more successive days. On the first day, some animals stationed
themselves in the more complex section and some did not. Those that
did not showed, on the second and later days, a marked tendency to
prefer the more complex section. An interesting interaction (see
Dember and Earl 1957) between novelty and complexity is thus indi-
cated. A complex stimulus pattern became more attractive as it lost its
novelty. Perhaps it should also be noted that the vertical stripes might
have owed their influence to their excitation of a higher level of retinal
activity (due to their persistent activation of on- and off-fibers as the
subjects* eyes moved past them).

An attempt to control novelty was likewise made in an experiment
by Williams and Kuchta (1957). Their Y maze had one white arm
containing various black objects (a toy mouse, a chain, etc.); the
other was white except for black stripes equal in area to the black
objects in the other arm. The rats tended to enter the arm with the
objects more frequently while exploring the maze freely. It was found,
once again, that the preference for the more complex stimuli increased
from the first to the last day of testing.

Finally, in an experiment by Welker (1957), rats explored an en-
closure whose walls bore five cubes and five irregularly shaped ob-
jects. Welker reports that the irregular objects were approached more
frequently than the cubes.

Intensity and Contrast

In general, many species of animals appear to approach moderately
intense stimuli and withdraw from extremely intense ones (Maier and
Schneirla 1937). This is especially noticeable in invertebrates, from
amoebae upward, that have definite taxes, since a taxis will quite fre-
quently change from positive to negative as a stimulus becomes
stronger, though remaining unchanged in quality. It is, no doubt, a
useful arrangement from a biological point of view. An intense stimu-
lus means a great alteration in environmental conditions. Since the
survival of most animals requires their environment to remain constant
within nice limits, there must be a high probability that an intense
stimulus heralds danger. Mild stimuli, on the other hand, may come
from potential sources of food, potential mating partners, and other
positive incentives. The precise intensity of light that is maximally
attractive is, however, likely to vary with the species, depending on
how prone it is to nocturnal or diurnal activity, for example.
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It is not surprising, therefore, that data on the relation between
luminous intensity and exploration vary in import. Berlyne (1955)
found that rats would explore a gray cube about as much as a white
cube; whether the cube resembled its background in albedo or con-
trasted with it made no difference. And Montgomery (1953a) failed
to establish any difference between the amount of exploratory peram-
bulation in white, gray, and black mazes. It has, however, frequently
been reported that rats will prefer to enter dark rather than light maze
alleys if given the choice.

When cockroaches have spent an hour on a dimly lit tray and a light
is then suddenly introduced at one end of the tray, they are likely to
move toward the light but to avoid the area of maximum illumination
in its immediate neighborhood (Darchen 1954). When they are
placed in a square enclosure, they will spend more time in the central,
most strongly illuminated area when the illumination is faint than
when it is intense (Darchen 1957). Sensory adaptation evidently plays
a part, since there is more and more exploration of the central area
under intense illumination as time goes on, and it is explored more
extensively when a cockroach has been preadapted to strong light.

Poverty of Immediately Preceding Environment

Charlesworth and Thompson (1957) examined the effect of keeping
rats in an impoverished environment before exploration. Some of their
animals were confined in normal living cages, from which they could
see out; others were confined for three, six, or nine days, in darkness
or in light, in an empty box with opaque walls. There turned out to
be no significant differences among subjects with different treatments
when they were given an opportunity to explore a novel chamber. All
groups were about equally prompt in entering the chamber and in-
clined to spend about equal amounts of time there.

This finding, coupled with Montgomery's (1953b) report that ex-
ploratory behavior is not intensified by restricting opportunities for
bodily exercise before the test, seems to indicate that the vigor of
inspective locomotor exploration depends on processes unleashed by
the objects that attract inspection and not on motives generated by
prior deprivations. We must, however, be chary of drawing far-reach-
ing conclusions from negative findings; and if this particular conclusion
is valid, then inspective locomotor exploration differs in this respect
from investigatory behavior, as we shall see in Chapter 6.

Affective Value
Positive. The fact that animals will move toward stimuli with posi-

tive affective value is familiar to psychologists and has been illustrated
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by numerous investigations of secondary rewards or conditioned rein-
forcers. A classical example is Grindley's (1929) experiment with chick-
ens. One group of subjects was allowed to run down a straight alley,
at the end of which they saw some grains of rice that a glass cover
prevented them from consuming. The speed with which they traversed
the runway increased to a maximum in successive trials, although not
nearly so sharply as the speed of another group of chickens that could
eat the rice. Then their speed sank back to its original level, showing
that the sight of the rice was losing its secondary reward value.

How far movements toward stimuli with secondary reward value
can be classed as exploration is, of course, a moot point. It is, however,
of obvious biological advantage to an animal that it should advance
in search of further information when it meets stimuli that have pre-
viously accompanied opportunities for gratification.

Negative. The position with regard to negative affective value is
bound to be more complicated. Animals are strongly inclined, as a
rule, to keep away from places where they have been hurt or fright-
ened. But the learning that attaches fear and withdrawal responses to
stimuli associated with pain and emotional stress necessitates some
exposure of receptors to these stimuli. If the stimuli are weak or in-
distinct, exploration may be necessary to identify them; then fear or
avoidance can be conditioned to them, and such responses, once con-
ditioned, can be brought into play on encountering the stimuli again.
The selection of the most effective means of escape or avoidance will
likewise be impossible without the receipt of adequate information
about the stimuli, even at the cost of protracting exposure to them.

Rats, in an experiment by Keehn (1959), readily learned to press a
bar as a means of averting an electric shock, but they showed no sig-
nificant inclination to take action to prevent the appearance of a signal
indicating the imminent danger of shock. An animal that deprived
itself of warning signals would, of course, not be able to distinguish
times when avoidant responses are called for from times when they
would be superfluous. Exploratory activity that seeks out stimuli asso-
ciated with pain or fear will insure still more effectively against un-
necessary alarm and exertion, as well as against the possibility of
selecting the wrong reaction.

Thus a fleeing animal will slow down or stop from time to time
and look back at its pursuer. The resulting impediment to the flight is
presumably more than offset by the possibility that locating the
pursuer may enable a more promising line of escape to be adopted
or that finding the pursuer to be out of sight may permit the exertion
to be discontinued.

Darwin (1874) tells of a monkey that was shown a box containing
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a snake. The monkey shrank back in terror but, nevertheless, could
not refrain from returning periodically to lift the lid of the box and
peep inside. The biological advantage of this behavior is not self-
evident, but it is certainly reminiscent of what we observe in human
beings, especially children.

Hudson (1950) allowed rats to eat in the vicinity of a distinctive
visual pattern and later gave them an electric shock at the same loca-
tion. He reports, though on the basis of informal observation rather
than systematic measurement, that this provoked vigorous exploration
in the direction of the pattern. It is particularly interesting, however,
that animals that had an opportunity to explore the vicinity of the
pattern immediately after being shocked either steered clear of that
vicinity or covered the pattern with sawdust when retested a day or
more later, whereas other animals that had the pattern instantly re-
moved from view after the shock, and were therefore deprived of an
opportunity to explore, showed no tendency to avoid the pattern
thereafter.

A difficulty about Hudson's experiment, apart from the lack of pre-
cise recording of exploratory responses, is that the subjects were fed
and shocked successively in the presence of the same stimulus object,
which means that conflict might have affected the findings.

These difficulties were avoided in an experiment (Berlyne 1958J)
by Berlyne and Walley which seems, like Hudson's experiment, to sug-
gest that objects that have become associated with danger are often
explored before they are shunned. They gave their rats a fifteen-
minute trial on each of three succeeding days in a box having a dis-
tinctive diagonally striped pattern at the rear of an alcove. The pro-
portion of the time that a rat spent with his head inserted into the
alcove was automatically recorded. One group of rats received a single
brief shock on making their first exploration of the alcove on the first
day; another group received no shock at all. The result was that the
shocked animals explored the alcove significantly less than did the
nonshocked animals throughout the experiment. It is interesting, how-
ever, that they performed a significantly higher proportion of their
total exploration during the first three minutes on the first day, i.e.,
soon after the shock had been administered. On the third day, half of
the rats in both groups received a shock on making their first explora-
tory response. This produced some reduction in subsequent explora-
tion. But a shock received on the first day was appreciably more influ-
ential in reducing exploration on the third day than a shock on the
third day. It is, of course, hard to establish conclusively that insertions
of the head into an alcove have an exploratory function. For example,
it might be thought that the shocked animals in this experiment were
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trying to push their way into the alcove immediately after the shock
as an escape response. But this seems unlikely in view of the circum-
scribed dimensions of the alcove.

Nature and Nurture

It would be surprising if an animal's exploration were not subject
to the influence both of its heredity and the kind of environment in
which it has been reared.

The value of exploration in particular circumstances will undoubt-
edly vary with the pattern of life of a species. Within a species, it is
bound to vary with the condition of sense organs, central nervous sys-
tem, and Iocomotor equipment, all of which, we have good reason to
believe, are amenable to some degree of genetic determination.

We know that an individual animal's previous experience will affect
exploration, at least to the extent of determining how novel particular
stimulus patterns are. But apart from this, the broad characteristics of
the environment will surely leave an effect on the strength of explora-
tory behavior in general, or of the exploratory behavior attracted by
specific types of situation. There is some evidence to bear out these
suppositions, although it is meager in view of the scope of these prob-
lems.

Heredity. In so far as the amount of movement among sections of a
maze represents exploration, hooded rats explore more than black rats
and black rats more than albino rats (Carr and Williams 1957).
Thompson (1953b) and McClearn (1959) have demonstrated con-
sistent differences in what appears to be exploratory activity among
inbred strains of mice. Of the two strains tested by McClearn, one was
more active on four different tests, which involved running about in
an open field, running around barriers, climbing through a hole in a
wall, and climbing over barriers, respectively. Moreover, the perform-
ance of hybrids of the two strains was intermediate on the running
tests and similar to that of the less active strain on the climbing tests.
As McClearn acknowledges, the exploratory nature of the activity
measured in these situations remains to be verified.

Previous Environment. Thompson and Heron (1954a) studied the
influence of the richness of the environment in which dogs have been
reared on level of activity in an empty room and in a maze. They found
that dogs that had undergone severe restriction (having been reared
in small wooden boxes, lighted only on alternate days) were more
active than moderately restricted dogs (having been reared in roomier
cages with opaque walls but continuously illuminated). In its turn,
the activity of the moderately restricted dogs exceeded that of normal
dogs (having been reared in cages from which they could see out all

116



the time and from which they were taken out occasionally). These
investigators conclude that the activity they were observing must, at
least in part, have been exploration, as it diminished markedly after
a few minutes' exposure to the experimental situation.

Of course, the severely or moderately restricted dogs differed from
normally reared dogs in being deprived of opportunities for both ac-
tivity and varied stimulation, so that it is, unfortunately, impossible
to assess the relative contributions of these separate factors. Moreover,
the greater mobility of the restricted animals might mean that they
were giving individual features of the environment less prolonged or
thorough inspection, and this could be interpreted as a reduction in
exploration. Later, Thompson and Melzack (mentioned in Zimbardo
and Montgomery 1957a) tested dogs in a complex environment rather
than in an empty room; in these circumstances, the normal dogs
were more active than the restricted ones.

Somewhat similar experiments with rats likewise indicate an inter-
action between the poverty of the previous environment and the com-
plexity of the environment in which exploration is being tested (Mont-
gomery and Zimbardo 1957, Zimbardo and Montgomery 1957a). In a
Y maze, there were no significant differences in behavior among "nor-
mal" rats reared in spacious wire-mesh cages, "behaviorally deprived"
rats reared in much smaller wire-mesh cages, and "sensorily and be-
haviorally deprived" rats reared in small cages made of sheet metal.
But a fourth group of rats, reared in special free-environment cages,
containing marbles, colored blocks, and elaborate toys, explored a
Y maze significantly less than normal rats. The authors suggest that
animals will generally engage in vigorous exploratory activity only in
an environment which is notably more novel or more complex than
the one to which they are most accustomed. It is difficult to assess
the contributions of novelty and complexity in these experimental
findings, as these variables are confounded. But the interaction be-
tween the two variables (Dember and Earl 1957) that we have already
considered may well be at work.

Miscellaneous Determinants

Thompson and Heron (1954a) recorded more activity from their
younger subjects (their dogs ranged from nine months to four years),
and female rats have been shown to explore more than males (Thomp-
son 1953a, Thompson and Kahn 1955, Zimbardo and Montgomery
1957a).

The effects of intelligence are less well defined. Strains of rats bred
respectively for "brightness" and "dullness" on the Hebb-Williams
maze have been compared (Thompson 1953a, Thompson and Kalm
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1955). The exploration of the two groups did not differ significantly
in an elevated rectangular maze, but the dull rats explored more in an
enclosed T maze.

Bright and dull rats were also compared in a test for retroactive
facilitation and inhibition. Experimental animals in both groups were
subjected to a test in a gray Y maze between two tests in a black
T maze; control animals from both groups were allowed to rest in a
black plywood cage between the two T-maze trials. The effect of the
interpolated Y-maze experience was to increase exploration of the
T maze in the second test for bright subjects and to decrease it for dull
subjects. The bright subjects manifested retroactive inhibition (the
exploration-reducing effect of the first T-maze exploration was, in some
measure, erased) and the dull subjects manifested retroactive facili-
tation (the exploration-reducing effect of the first T-maze exploration
was, in some measure, enhanced). This difference seems to point to a
superior ability on the part of the bright rats to distinguish the two
mazes.

The larger exploration scores of dull rats in the first T-maze test
were largely the outcome of a much less pronounced fall in activity
from the first to the second half of the trial. They remind us of the
more intensive activity shown by dogs brought up in restricted environ-
ments (Thompson and Heron 1954Z?), since such dogs are, when tested,
less intelligent than normal dogs (Thompson and Heron 1954Z?). They
are also reminiscent of the lower extinguishability of orienting reac-
tions in "inferior" organisms, which will be discussed in some detail
in Chapter 7.

It would appear that less intelligent rats explore more assiduously be-
cause of a deficient capacity to retain traces of past experience. This
would make the interior of a maze both initially more novel, because
residues of similar stimuli received before would be less in evidence,
and slower at losing its novelty in the course of continued exploration.

Blinded rats perambulate in a Y maze and in an open enclosure more
than normal rats (Glickman 1958), which suggests that they must
make up for their loss of visual stimulation by using increased mo-
bility to enrich the stimuli reaching other senses.

In the cockroach, exploration increases with temperature (Darchen
1952). Morphine injections increase the time that the rat spends in
exploratory contact with black cubes and slows down the decline in
exploration that comes with habituation (Beach 1957). This observa-
tion can be related to the fact that morphine increases general activity
and also to the fact that it seems to lower thresholds of reactivity to
stimuli, e.g., it heightens startle reactions.
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INTERACTION WITH OTHER ACTIVITIES AND

THE DRIVES CORRESPONDING TO THEM

Eating and Drinking

There is strong evidence for an antagonistic relationship between
exploratory and eating responses; when a hungry animal is allowed
access to food in the presence of unfamiliar stimuli, the tendency to
explore is often strong enough to overcome eating.

When Majorana (1950) placed hungry rats in a T maze whose
right-hand goal box contained food, he found that, once having
found their way to the food, they would interrupt their feeding for
comparatively long periods of time in order to explore their unfamiliar
surroundings in the maze.

The proportion of time spent exploring or feeding may be altered
by manipulating factors that can be expected to affect the relative
strengths of the two responses. Chance and Mead (1955) removed
rats from their living cages and then returned them to the cages, where
food was now available. The delay between their return and their
starting to eat, and the amount eaten within ten minutes, were used as
indexes of the extent to which exploratory responses had interfered
with feeding. Latency increased, and the rate of feeding varied in-
versely, with the number of changes made to the interior of the cage
during the rats' absence. Addition of new objects was more effective
in this way than withdrawal of familiar objects; but, whether objects
were added or withdrawn, the greater the change, the greater the in-
terference with eating. Likewise the interference increased as the de-
gree of novelty of the cage was increased by lengthening the period
of absence from it from ten minutes to five days. But the interference
could be diminished by making the period of prior starvation
longer.

Comparable results were obtained by Zimbardo and Montgomery
(1957Z?), who subjected rats to one ten-minute trial in an unfamiliar
checkerboard maze which was divided into nine square compartments.
Hungry rats for which food was present and thirsty rats for which
water was present in each of the compartments explored less than
similarly motivated rats that found the maze empty. The proportion
of time spent on exploration varied inversely, and the proportion spent
on eating or drinking increased, with the number of days of depriva-
tion before the experiment. Signs of conflict were noted in those ani-
mals that had access to food or water, taking the form of "incipient con-
summatory attempts," i.e., movements toward the food or water that
were interrupted before they resulted in ingestion.
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Hunger and Thirst

What information we have about the effects of hunger and thirst on
exploration in the absence of food or water is rather perplexing. In
the Dashiell maze (Fig. 5-1), hungry rats have been observed to enter
more units in a one-minute trial than satiated rats (Dashiell 1925). In
Thompson's rectangular maze (1953a), there were no significant dif-
ferences among rats deprived of food for zero, twenty-four, and forty-
eight hours. However, there was a significant interaction between
hours of deprivation and sex: exploration of males increased with
hours of deprivation, whereas twenty-four hours of deprivation pro-
duced the most exploration in females. In contrast, Montgomery
(1953c) found that satiated rats explored a Y maze more actively than
rats deprived of water for twenty-four hours or of food for twenty-four,
forty-eight, or seventy-two hours, with no noteworthy differences
emerging among these deprived groups.

A possible explanation for these contradictory findings has been
proposed by Adlerstein and Fehrer (1955). They pointed out that the
apparatuses in which deprivation turned out to increase exploratory
activity offered more copious and varied stimulation than those in
which the opposite effect appeared. In support of their contention,
they performed an experiment in which hunger increased the amount
of exploration in a complicated multiple-alley maze. But Zimbardo and
Montgomery (1957Z?) rebutted them by noting that, in this last ex-
periment, the hungry rats were apparently tested at about their accus-
tomed feeding time, which fact would suffice to make them restless.
They performed another experiment in which exploration of a quite
complex maze varied inversely with the severity of hunger and thirst.

The best hopes of resolving the confusion come from investigations
in which the possibility of an interaction between hunger and novelty
of environment, overlooked by previous experimenters, is taken into
account. Fehrer (1956) reminds us how necessary it is that hunger
should impel an animal to leave familiar surroundings and explore far
afield. She supports this point with an experiment in which rats were
given a chance to leave a box in which they had spent twenty-four
hours and enter an exploration box that was unfamiliar to them. In
these circumstances, hungry animals spent more time in the exploration
box than satiated ones. But hunger or satiation did not affect the visits
to the exploration box of other rats, for which both boxes were equally
novel.

Zimbardo and Miller (1958) have produced a similar effect with a
smaller difference in novelty between two parts of an apparatus. They
measured the speed with which rats would leave one gray compart'
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ment to explore another adjoining one. If the second compartment was
accessible as soon as the subjects were put into the first, satiated ani-
mals would enter it earlier than hungry ones, although this difference
disappeared as daily trials succeeded one another. But, of animals de-
layed in the first compartment for two minutes and so given ample
opportunity to explore that compartment before a door leading to the
second one was opened, the hungry ones moved over sooner.

We may be inclined to wonder why, from an evolutionary point of
view, hungry animals should move from one novel location to another
equally novel one less readily than satiated animals. It may be that
hungry animals must spend enough time in an unfamiliar area to ascer-
tain whether food is available there before they move on. Alterna-
tively, it may be that hunger strengthens a large number of response
tendencies (see Chapter 7), including the tendency to examine novel
environments, making them more resistant to extinction. If the tend-
ency to examine one section of a piece of apparatus must be extin-
guished before an animal is impelled to pass on to the next section,
this process would then take longer to complete with a hungrier animal.
It would also follow that hungrier animals would change to the next
section with greater alacrity if it became accessible after the tendency
to examine the first section had had time to extinguish somewhat. This
is the explanation, rather different from Fehrer's, that is offered by
Zimbardo and Miller.

One lesson that is underlined by this whole body of research has
been touched on at the beginning of this chapter. It is that the meas-
urement of exploration through the degree of mobility in a maze does
not enable us to distinguish what animals are moving away from and
what they are moving toward; techniques which permit this distinc-
tion might well lay bare relationships that the other technique ob-
scures.

A second lesson is the desirability of bearing in mind ecological
factors. It is driven home further by two other experiments. Petrino-
vich and Bolles (1954) found that it was easier to train thirsty rats
than hungry ones in the habit of always entering the same arm of a
T maze. But when reward depended on alternating between arms on
successive trials, hungry animals learned better than thirsty ones. The
experimenters related their finding to the fact that wild animals are
likely to find water continually at the same place, while food will rarely
be found at the same place repeatedly, because of depletion or through
the scaring away of prey. Since the subjects of the experiment were
laboratory rats which never had to hunt for their food, the implication
is that the selective advantage of varying movements when hungry
and repeating them when thirsty may have caused these tendencies to
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be inherited. Nevertheless, an experiment by E. L. Walker (1956)
shows that thirsty animals will be more likely to alternate between the
arms of a Y maze if a water reward follows either response.

That similar effects may be produced as well, or instead, by learn-
ing is indicated by a finding of Grossberg and Sprinzen (mentioned by
Estes and Schoeffler 1955). They allowed two groups of rats to find
food on a table top for two weeks, but one group always found the
food in the same places and the other group found it in places that
constantly changed. When tested subsequently in a Y maze, the latter
group were more prone to alternate between the arms than the former.

Fear

It is well known that the novel, the strange, the unfamiliar is apt to
repel and to provoke the emotional disturbances that we regard as
indexes of fear. Yet in other circumstances, the same phenomena may
elicit indexes of pleasure, attract animals toward them, and be eagerly
sought out. The properties of objects or situations that we have seen
to be most potent in prompting exploration resemble those that we
might expect to provoke "fear of the unknown." We might thus expect
novel stimulus patterns to attract and repel in turn or to arouse some
degree of conflict or vacillation between approach and withdrawal.

Common observation bears this out. If an unfamiliar object, such as
a human hand, is introduced into a rat's cage or if a strikingly novel
toy is laid in front of a human infant, the contest between the two
opposite tendencies is likely to be clearly perceptible. The subject will
survey the object from a certain distance, apparently alert and deli-
cately poised, perhaps even oscillating, between advance and with-
drawal. If the object moves or undergoes some other sudden change,
the subject will be startled into a hurried retreat. But if it remains
stationary and innocuous, the subject will sooner or later begin to edge
slowly forward until it can be closely inspected.

What is apparently behavior of the same kind has been observed in
birds. Chaffinches react to the sight of a predator by "mobbing" it,
a characteristic response pattern which includes moving up to within
a few feet of the predator, making short flights alternately toward and
away from it, and uttering peculiar "chink" sounds (Hinde 1954,
Marler 1956). Mobbing is a rather mysterious form of behavior. It
might be thought that it serves to frighten the predator away. But
mobbing does not always have this effect and may even make a
chaffinch more vulnerable to attack than it would have been otherwise.
It may warn other chaffinches or lure a predator away from the chaf-
finches' young. But Hinde and Marler suggest strongly that mobbing
is at least partly a form of exploratory behavior, with the vacillatory
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movements reflecting a conflict between approach and escape. A tend-
ency to observe sources of danger from a distance makes good biologi-
cal sense. A prominent component of mobbing is visual fixation of the
predator with the medial fovea of each eye in turn, and mobbing
exhibits the same short-term and long-term decrements with prolonged
exposure to the eliciting stimuli that have been found in the explora-
tory behavior of the rat. Marler reports that chaffinches are likely to
respond to any strange object with behavior closely resembling mob-
bing and give a "subjective impression of curiosity or inquisitiveness."
Having done this, they appear to "avoid (the object) or its location
for a time."

Lorenz (1956) supplies a particularly graphic description of the
competition between flight and exploratory approach in the raven:

A young raven, confronted with a new object, which may be a
camera, an old bottle, a stuffed polecat, or anything else, first re-
acts with escape responses. He will fly up to an elevated perch and,
from this point of vantage, stare at the object literally for hours.
After this, he will begin to approach the object very gradually, main-
taining all the while a maximum of caution and the expressive at-
titude of intense fear. He will cover the last distance from the object
hopping sideways with half-raised wings, in the utmost readiness to
flee. At last, he will deliver a single fearful blow with his powerful
beak at the object and forthwith fly back to his safe perch. If nothing
happens he will repeat the same procedure in much quicker sequence
and with more confidence. If the object is an animal that flees, the
raven loses all fear in the fraction of a second and will start in pursuit
instantly. If it is an animal that charges, he will either try to get
behind it or, if the charge is sufficiently unimpressive, lose interest
in a very short time. With an inanimate object, the raven will proceed
to apply a number of further instinctive movements. He will grab
it with one foot, peck at it, try to tear off pieces, insert his bill into
any existing cleft and then pry apart his mandibles with considerable
force. Finally, if the object is not too big the raven will carry it away,
push it into a convenient hole and cover it with some inconspicuous
material.

We can see how the exploration of novel objects is combined with
fragments of behavior connected with eating and fighting. This recalls
Lagutina's (1958) experiments with cats and monkeys, in which stim-
ulation of most cortical points produced both implicit signs of the
orientation reaction and overt orienting responses but, when certain
points were stimulated, these responses were combined with ali-
mentary or defensive responses.

The contest between caution and boldness in the reactions of mon-
keys and apes to novel stimuli dominates the observations of Dolin,

123



Zborovskaia, and Zamakhover (1958). These Russian experimenters
introduced various objects—geometrical figures, tin boxes, toys, smaller
animals—into the living cages of their subjects and watched from
behind a one-way screen. The first reaction was invariably one that
they call the "inhibitory reaction": the subject kept his distance from
the stimulus object, remaining frozen in one posture, staring and often
gaping. This phase then gave way to a phase of active exploration:
the subject approached the object, looked at it from all sides, sniffed
at it, touched it, handled it. There were often traces of alimentary,
aggressive, or sexual behavior. The exploratory phase might last for
over an hour, but if the novel object continued to be present, periods
of active exploration would alternate with periods of passive staring in
a trancelike state. The inhibitory reaction was likely to be more promi-
nent with certain individual subjects, with living stimulus objects, and
on the first day that the object was encountered.

The strength of the fear that can sometimes overcome any tendency
to explore a novel environment is best seen when animals have access
to a device for relieving fear. Harlow and Zimmermann (1958) have
ascertained that an infant monkey, reared away from its natural mother
and in the presence of a cloth-covered model, will come to treat the
model as a mother substitute. When such an animal is placed in a
room full of novel objects, but without the model, it is likely to "freeze
in a crouched position" or "run rapidly from object to object scream-
ing and crying." If the model is present, it will cling to it. After a few
trials with the mother substitute, fear will die down sufficiently for
exploratory tendencies to come to the fore. The monkey will use the
mother substitute as a "base of operations" and "will explore and
manipulate a stimulus and then return to the mother before ad-
venturing again into the strange new world."

The common technique of placing an animal in a maze where it is
showered with novel stimuli from all quarters, and recording its wan-
derings, is especially inadequate for the study of interactions between
exploration and fear, when movements toward and away from novel
features of the environment need to be contrasted. Methods which
allow the animal a choice between remaining in familiar surroundings
and venturing afield into new territory are much more enlightening in
this connection.

Such a method has been applied by two experimenters. The first is
Montgomery (1955). He established that elevated maze alleys are
more fear-inducing than enclosed alleys by testing rats in Y mazes
with varying proportions of arms of the two varieties. Animals offered
the choice spent much more time in enclosed arms and entered them
more frequently, to the extent of giving up the usual tendency of a rat
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in a Y maze to enter different arms in turn (spontaneous alternation).
Elevated alleys are presumably more apt to arouse fear than enclosed
alleys because they present a much more complex assortment of novel
stimuli.

In another experiment, subjects were tested with one of the walls of
the living cage opened up to give access either to an elevated or to an
enclosed alley. The amount of time spent in elevated alleys increased
from the beginning to the end of each 10-minute trial. This also hap-
pened with the enclosed alley on the first day, but thereafter its ex-
ploration showed the familiar within-trial decrease. Both types of alley
evoked fear, manifested by retreats to the rear half of the living cage,
but the elevated alley evidently evoked more fear and consequently
more severe approach-avoidance conflict. Prolonged exposure to the
sight of either type of alley seems to have led eventually to a gradual
elimination of the avoidance tendency, but this occurred earlier with
the enclosed alley. A day's rest between trials restored the avoidance
tendency to some extent.

The other experimenter who has performed this kind of experiment
is Welker (1957). As novel stimulus stimulation, he used a large rec-
tangular enclosure. He subjected his rats on some days to forced trials,
placing them directly in this box with no exit; on other days, they had
free trials, in which they were able to enter the enclosure as often as
they liked from a familiar carrying box. Much more exploration of the
enclosure, measured by movement between the sectors of its floor, was
recorded on forced trials. Forced exploration declined steeply through
the course of each five-minute trial. Free exploration showed no such
trend, but it increased steadily from day to day without ever reaching
the levels characterizing forced trials.

Bindra and Spinner (1958) carried out an experiment in which they
tested rats' reactions to their environment as a whole but made more
detailed observations of their behavior than is usual. They prepared
three test cages, representing three degrees of dissimilarity to the ani-
mals' living cages. There was actually some confounding of variables,
since the more novel a test cage was, the more complex it was also.

Of the various responses that they recorded, sniffing went down with
increasing novelty and complexity of the environment, whereas groom-
ing went up. The amount of locomotion did not differ significantly
among the three test cages, nor did the amount of freezing (i.e., sitting
"rigidly motionless, or slightly trembling, in a hunched or prone posi-
tion, with eyes open"), although there was more freezing in the two
most novel environments. Within the fifteen-minute test periods, loco-
motion and sniffing declined from beginning to end, freezing increased
steadily, and grooming rose to a maximum after about twelve min-
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utes, decreasing thereafter. The authors stress that there were consid-
erable individual differences and that not all the subjects followed
these predominant trends.

The locomotion and sniffing responses can be identified as locomotor
exploration and orienting behavior, respectively. Freezing is commonly
accepted as a manifestation of fear, since it is a frequent response in
animals to threatening situations; it has the obvious biological ad-
vantage of making a threatened animal less conspicuous or, at least,
minimizing stimuli that would provoke attack in an enemy. Grooming
bears all the marks of displacement, the tendency of an animal sub-
jected to conflict or frustration to engage in some activity that is part
of its repertoire but apparently irrelevant to the needs of the moment
(see Tinbergen 1951). Since the rats in the experiment were most
inclined to groom when exploratory behavior was waning and freezing
was on the increase, it seems likely that displacement was due to a
conflict between these two responses. Significantly enough, there was
less grooming during the early part of the test period, when exploration
dominated, and toward the end, when freezing dominated.

The factors that determine whether exploratory or fearful reactions
will come to the fore when an animal encounters some unusual pattern
of stimulation are complicated and call for much more study.

To a large extent, it seems to be a matter of how novel or complex
the stimulation is. Extreme novelty or complexity tends to induce
avoidance, and moderate novelty or complexity to induce approach.
But another factor that evidently makes a great deal of difference is
whether an animal is plunged into the midst of a totally unfamiliar
environment or whether its environment contains both relatively novel
and relatively familiar elements.

In the latter case, the general tendency is for the animal to keep its
distance from the novel elements at first, with perhaps a few scattered
exploratory forays, and then to become more and more inclined to
expose itself to novelty as time goes on. But when an animal is at-
tacked by novel stimuli from all sides, it does not have the same choice.
There is then likely to be intensive exploratory activity initially, with
a subsequent rapid decline. The observations of Bindra and Spin-
ner show that this exploration may be replaced by behavior indicative
of fear. Other investigators have been content to record the decrease
in exploration without noting whether it gives way to a tense or a
relaxed state. The fear is, of course, occurring at a stage when the
animal would not yet have been ready for much spontaneous approach
to the novel stimulus objects if it had had the alternative of remaining
in familiar surroundings.
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Much of the exploration that an animal indulges in when it is totally
immersed in novelty may, Welker (1959) contends, really consist of
looking for a way out. During the last few trials of his experiment
(1957) mentioned earlier, when he had attached small cubes and
other objects to the walls of the enclosure, the rats had more contact
with these objects during forced than during free trials, and the ob-
jects most frequently explored were those on both sides of the door-
way. In a later experiment (1959), he provided an avenue of escape
from the test box into a small dark box, and the rats were quick to
make use of it. When the illumination of the test box was dimmed,
they would reenter.

It is clear, however, that not all the locomotor exploration of the
rat can consist of attempts to find a path leading to a familiar or a
dark environment. The power of stimulus objects to attract exploration
does not depend solely on low luminosity or association with exits.
And the rats that are most mobile when immured in a novel enclosure
spend more time, and not less, in the enclosure than others when access
to familiar living cages is open (Hayes 1960). They do not, therefore,
seem the most eager to find an exit.

There have been a few experiments in which variations in fear were
produced by other means than by varying the novelty or complexity
of the environment to be explored.

Montgomery and Monkman (1955) failed to produce any effect on
exploration of a Y maze by frightening rats before their entry into the
maze, whether by strong auditory stimulation or by electric shock. The
sounding of a buzzer while the animals were in the maze reduced
activity temporarily, and administering a shock in the course of ex-
ploration provoked a large increase in activity during the shock and
a depression of activity thereafter. These last effects of painful or star-
tling stimuli are, of course, well known and by no means special to
exploratory behavior.

Montgomery (1955) compared tamed and untamed rats, finding the
former more ready to make exploratory sorties from their living cages
into an adjacent maze alley. Barnett (1958) has shown that wild rats
are apt to avoid novel objects that are placed in their living cages, even
to the extent of not eating if the food can be obtained only by going
near them. In these circumstances, tame rats will approach and ex-
plore the novel objects without delay, and their feeding is not dis-
turbed. It is known that wild rats differ physiologically from laboratory-
bred rats in several ways, including ways that can be expected to make
them more susceptible to fear. For example, they have considerably
larger adrenal glands.
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INQUISITIVE LOCOMOTOR EXPLORATION AND

SPONTANEOUS ALTERNATION

That the strength and direction of locomotor responses can be af-
fected by stimuli that do not present themselves until the responses
have been completed has been demonstrated in experiments of three
types.

Successive Exploration of the Same Path

In the first type of experiment, there is only one path that an animal
can explore, and the strength of the locomotor response is compared on
successive trials. It is exemplified by an experiment of Chapman and
Levy (1957). Female rats, satiated with food, were allowed to run
along a straight runway to an empty end box on each of nine consecu-
tive days. The end box was so constructed that the animals could not
see what was in it before they entered it. On the tenth day, the brown
masonite that had previously covered the floor and walls of the end
box was replaced by a pattern of black and white stripes. The result
was that the rats ran out of the starting box much faster on the
eleventh and succeeding days. The running is thus a clear example of
inquisitive locomotor exploration, and it was evidently reinforced by
the stimuli that followed its performance on the tenth day.

It is not possible to say how far the phenomenon was due to novelty
and how far to surprisingness. The response was much stronger on the
tenth day than on the first day, when the masonite was novel, but fear
of the unfamiliar environment may have interfered with running on
the first day. The operative factor might have been the failure on the
tenth day to find stimuli that had repeatedly been present in the end
box hitherto and had thus become expected.

Choice of a Path Offering Different Stimuli from Trial to Trial

The second type of experiment allows a choice between a path that
leads to different stimuli on different occasions and a path that always
leads to the same stimuli. In a maze used by Krechevsky (1937Z?), for
example, there were two paths leading to food, one a standardized path
of alternative left and right turns and the other a path which varied in
its pattern of turns from trial to trial. He found that normal rats will
take the varying path more frequently than the other, even if it is
longer. They will, moreover, tend significantly to take whichever of
the two paths they did not take last time.

Havelka (1956) has shown that some rats, but not all, show a con-
sistent preference for visiting areas where the location of food is ran-
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domly varied from trial to trial rather than areas where the same
quantity of food is always available at one and the same spot.

Spontaneous Alternation

In the third type of experiment, there is a choice between a path
leading to stimuli that the animal has recently experienced and a path
leading to other stimuli.

A Dashiell maze (Fig. 5-1) offers twenty paths of equal length from
a starting box at one corner to a goal box at the diagonally opposite
corner. Rats trained in such a maze will vary their routes among these
twenty in a series of trials (Dashiell 1930).

One of the most consistently reported of all observations about rats
is that they will alternate between the two arms of a T maze or Y maze
on successive trials, if entries into both arms are equally rewarded.
A tendency to shift from one response to another has likewise been
noted in human beings and in animals of other species when several
responses with comparable consequences are available. The literature
is reviewed by Dember and Fowler (1958).

This phenomenon certainly seems to be relevant to stimulus selec-
tion in general and locomotor exploration in particular, since it is ap-
parently a matter of seeking variety and shunning monotony. But we
must be cautious. In most of the experiments in question, the responses
were means of securing food or some other extrinsic reward; explora-
tion was clearly not their sole function, although it could have been a
subsidiary one. Secondly, the apparatuses were so designed that the
animals were varying their responses as they varied the stimuli to
which they exposed themselves.
The relative importance of these
two facts is hard to determine.

However, the latter difficulty has
been resolved in two similar experi-
ments by Glanzer (1953Z?) and
Montgomery (1952) in which a
cross-shaped maze like the one de-
picted in Fig. 5-2 was used. If a rat
is started at S on one trial (with IV
blocked off) and at N on the next
trial (with S blocked off), he will
then have a choice between per- FlG- 5"2-

forming a different response (a turn
in a different direction) from the last time or entering a different arm
(repeating the same response). Both Glanzer and Montgomery estab-
lished that rats vary the arm entered rather than the response per-
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formed. Their procedures differed, however, in two respects: (1)
Montgomery's animals received food at the end of whichever arm
they entered, where Glanzer's received none, although they were
hungry; and (2) Glanzer's animals could see into both arms from
the choice point, while Montgomery's had their view of the arms
blocked by one-way doors.

Even though alternation is shown to be a matter of changing stimuli
rather than changing responses, we must still be circumspect about
claiming that it has an exploratory function. It will be noted that the
stimuli encountered before entering the two arms differ as well as those
encountered after entering. In fact, if the arms are visible from the
choice point, the stimuli to which a rat is exposed before entering an
arm will resemble those to which he is exposed after. This fact underlies
the stimulus-satiation hypothesis with which Glanzer (1953a) attempts
to explain alternation, i.e., the hypothesis that, with each moment that
an animal continues to receive a stimulus, the tendency to make any
response to that stimulus diminishes. This explanation implies that the
direction of locomotion is determined by the stimuli that precede entry
into an arm. However, whether or not Glanzer is right, we can ascribe
an exploratory function to alternation only if we can show that the
responses are affected by the nature of the stimuli that result from
them and succeed them.

There are several experimental findings that provide the necessary
demonstration. If the proprioceptive feedbacks from left-turning and
right-turning responses are made more distinctive by requiring the
rats to contort their bodies in distinct ways when entering the two
arms, there will be a tendency to alternate responses as well as stimuli
(Walker, Dember, Earl, Fawl, and Karoly 1955). Proprioceptive stim-
ulation can, of course, occur only after a response has been selected.
Similarly, Walker (1956) showed that the tendency to alternate is
stronger in thirsty rats when a water reward follows the response than
when there is no reward. Lastly, Sutherland (1957) showed that alter-
nation is greater when the two arms lead into different goal boxes than
when they converge on the same goal box.

We are thus justified in counting alternation behavior as a form of
exploratory behavior. Whether it is inspective or inquisitive depends
on whether all the sources of stimulation that will act after an arm
has been entered are or are not already acting at the choice point.
Whether the presence of the consequent stimuli at the time of select-
ing the response makes a difference or not is a question that calls for
some research. So far, both the inspective and the inquisitive forms of
alternation seem to obey similar principles. We shall, therefore, con-
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sider them together with regard to the influence on them of the stimuli
that occur after the response has been executed.

Novelty. Alternation appears to be principally a means of gaining
contact with stimuli that have short-term novelty in preference to ones
that have not. We can see this from the fact that alternation is more
likely when the intervals between successive trials are short (Dember
and Fowler 1958). Moreover, the tendency to alternate can be strength-
ened by confining rats in the goal box for ten minutes after entry into
it, thus prolonging exposure to the stimuli resulting from the response
(Glanzer 1953a).

A rat will tend to enter a maze arm that provides novel stimuli, even
without having run into a different arm shortly before. For example,
Glanzer (1958&) and Sutherland (1957) have shown that if a rat is
placed in one arm or its goal box and exposed to the stimuli therein
without having reached them from the choice point, it will still be
likely to enter the other arm on being allowed a free choice shortly
afterward.

If satiated rats are permitted to see into two black (or white) arms,
with entry into them prevented by glass partitions, and then placed
in the maze again to find one arm changed from black to white (or
vice versa) and the partitions removed, they will then be more likely
to enter the arm whose albedo has changed (Kivy, Earl, and Walker
1956). The strength of this preference is much greater when the initial
exposure lasts fifteen or thirty minutes than when it lasts one minute,
suggesting that the degree of short-term novelty plays a part.

Dember (1956) performed an experiment resembling the one by
Kivy, Earl, and Walker that has just been considered, but he exposed
his rats to a black and a white arm during the preexposure period
and made the arms either both white or both black for the free-choice
trial. In these conditions, the animals preferred to enter the arm that
had been changed. It presented the same albedo that had been re-
ceived from the other arm during preexposure; but the combination of,
say, right arm and whiteness brought together stimuli that had been
received separately earlier, so that an effect of relative novelty is in-
dicated.

A relation between relative novelty and inquisitive exploration is
likewise indicated by the results of Krechevsky's experiment (1937a),
which was mentioned earlier in this chapter, and those of an experi-
ment by Hebb and Mahut (1955). It will be remembered that Kre-
chevsky's subjects showed a preference for entering a path whose
precise pattern of turns varied from one trial to the next. Yet this
variable path and the alternative unvarying path consisted of similar
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lengths of maze alley and right and left turns. It was merely the com-
bination of these items that was novel in the variable path. Hebb and
Mahut offered their rats a choice on each trial between running along
a short straight alley to a goal box containing food and taking a much
less direct route through a maze with manifold twists and turns and
culs-de-sac. When the indirect, labyrinthine path was left unchanged
from trial to trial, it was followed 12 per cent of the time. But when it
was continuously altered so that similar elements were encountered in
a succession of different arrangements, it was followed 42 per cent of
the time.

It is no simple matter to differentiate the effects of short-term abso-
lute novelty, short-term relative novelty, surprisingness, and incon-
gruity. The last two present the difficulty that, when a number of
stimulus elements are simultaneously accessible, it is usually impossible
to know whether the animal receives them all at once as a spatial pat-
tern or samples them in turn as he runs past them; i.e., changes his re-
ceptor orientation. The effects of the last two variables could be segre-
gated from those of the first two by comparing a situation which has
presented an uninterrupted succession of different patterns with one in
which a certain combination of stimuli has remained fixed for many
trials (sufficient for expectations to be formed) and is suddenly
changed.

A hint that surprisingness or incongruity may add its quota to the
vigor of inquisitive exploration can be extracted from a second experi-
ment by Hebb and Mahut (1955). A group of rats had been put
through 150 trials in which the direct straightway and the alternative
route through the maze were both available. The maze was constantly
altered from one trial to the next, but, throughout these 150 trials, it
was composed of barriers that were so arranged that a rat was bound
to come up against one after another of them in his attempts to find
the exit. Then, for an additional 50 trials, the barriers were placed in
a corner where they were visible but offered no impediment to loco-
motion. At the beginning of this series of trials, there was a steep but
temporary rise in the proportion of entries into the maze. Moreover,
the entries into the maze at this juncture were far more numerous in
this group than in another group of rats that had had the barriers in
the corner throughout the experiment. However, we badly need experi-
ments in which the effects of all these distinct, though related, varia-
bles are isolated and compared.

An experiment by Denny (1957) demonstrates that the long-term
novelty as well as the short-term novelty of stimuli consequent on a
response can affect the probability of repeating that response. He used
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a T maze with one black and one unpainted arm (the effect was not
obtained when the arms were similar). Hungry rats were given forty-
eight trials, two a day, so arranged that each subject was forced to
visit one arm on four of each successive block of six trials and the other
on two. All responses were rewarded with food. On the day following
the completion of this course of training, and again a week later, the
animals were given two free trials, during which both arms were open.
They then showed an overwhelming preference for entering the arm
other than the one they had been forced to visit during two-thirds of
the training trials.

Complexity. In an experiment by Berlyne and Slater (1957), rats
tended to enter a maze arm that led to complex stimulation (in the
form of visual figures attached to the wall of the goal box and objects
laid on its floor) when the other arm led to an empty goal box. The
goal boxes were invisible from the choice point.

Kittens, studied in a similar maze by Miles (1958), learned to enter
an arm leading to a manipulable object—a rubber ball, a small box,
crumpled paper, or torn towelling—rather than one leading to an
empty goal box. They also learned to find their way to a door that
allowed them to leave the maze and explore the room, in preference
to making for a goal box that contained a familiar, but empty, food
dish.

Extraneous Drives. Chapman and Levy (1957) found that, in the
case of twenty-two-hour-hungry rats, novel or surprising stimuli that
became effective after a running response did not significantly affect
the speed of the response on subsequent trials, although, as we saw
earlier, they made a striking change in the behavior of satiated rats.
And De Valois (1954) found variability in a maze offering several
paths to decrease when thirst or electric shock were present at high
intensities.

It will be recalled that, according to Walker's (1956) experiment,
the tendency to alternate is intensified when rats are thirsty and re-
warded with water. Whether all forms of reward would have this
effect, as Walker (1958) hypothesizes, remains to be verified. Experi-
ments by Farber (1948), Fowler and Fowler (quoted in Dember and
Fowler 1958), and others make it seem likely that responses followed
by the relief of pain and fear will be repeated with unusually low
variability, accounting for the rigidity, stereotypy, or fixation that so
many writers have recognized as a consequence of frustration or stress.

Brain Operations. Rats that have undergone brain operations which
resulted in the removal of part of the cerebral cortex do not evince the
preference for a variable path over a standardized path that is charac-
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teristic of a normal rat, except when the variable path is the shorter
(Krechevsky 1937c). Brain-damaged rats likewise show less variability
of route in a Dashiell maze (Krechevsky 1937a).

LOCOMOTOR EXPLORATION AND LEARNING

Whether inspective locomotor exploration is learned or not is an
extremely difficult question to answer. The tendency to approach novel
stimulus objects is so universal within and among species, and it is in
evidence so early in life, that an answer would necessitate an elaborate
investigation with animals reared for some time after birth in highly
artificial conditions, precluding exploration. But this would be im-
possible without a drastic curtailment of opportunities for normal
development such as, we now know, must have the most wide-
spread deleterious effects on the whole organism. Without completely
identifying, and somehow controlling for, these effects, an accurate
answer is not possible. Supposing that this treatment produced abnor-
mally weak exploratory tendencies, it would be impossible to state
whether it was because the animals were prevented from learning to
explore or because they had suffered some more far-reaching impair-
ment.

Exploratory locomotion obviously does not follow the pattern of in-
born reflexes that are activated by stimuli with specific physicochemi-
cal properties and give rise to uniform response sequences. Its flexi-
bility in concomitance with environmental circumstances recalls that
of the appetitive movements that so often lead up to more rigid con-
summatory activities in the predominantly instinctive behavior of
lower animals (Tinbergen 1951). There could conceivably be some
sort of innate feedback mechanism that steered animals toward parts
of the environment with properties that warrant exploration.

On the other hand, it is possible that locomotor exploration consists
of learned responses. They may be called forth by some kind of dis-
turbance provoked by sufficiently novel or complex external stimuli,
and they may be reinforced by the adaptive reduction of the disturb-
ance through continued or intensified exposure to the disturbing stim-
uli. Perhaps improved descriptions of both the unlearned and the
learned elements in behavior will one day make these two hypotheses
seem less far apart.

The problems raised by inquisitive exploration are quite different.
Exploration that serves to bring a previously inaccessible object into
view must be guided by cues that indicate the direction in which the
object is to be found. We have seen that a path is less likely to be
entered when the stimuli to which it leads have recently been encoun-

134



tered. This means that the cues at the entrance to the path must inter-
act with traces left in the nervous system by recent experiences.

To demonstrate instrumental learning, however, we need more than
proof that events following previous performance of a response have
affected the probability or strength of its future performance. We must
also show that the effects of these events are lasting, which is generally
taken to mean that they persist over an interval of at least twenty-four
hours. This was the case in the experiment by Chapman and Levy
(1957) and also in the one by Denny (1957). In the latter case, how-
ever, the exploratory response was inspective, and there was also a
food reward. A further hint of a long-term trend comes from Mont-
gomery's (1952) experiment, in which the tendency to alternate was
not statistically significant on the first day but rose to a significant level
thereafter.

Other experiments have been inconclusive on this point. Berlyne and
Slater (1957) found no significant preference at all between entering
an arm leading to a novel visual figure and an arm leading to a fa-
miliar one. That the rats could distinguish the two figures and their
degrees of novelty is shown, however, by their tendency to spend more
time sniffing at the more novel one. It has been found that rats will
readily learn to enter a Y-maze arm leading to a Dashiell maze rather
than one leading to a cul-de-sac (Montgomery 1954, Montgomery and
Segall 1955). But it is difficult to determine what property of the
Dashiell maze was responsible for the effect. One possibility is that
the Dashiell maze was preferred to the cul-de-sac because it was
roomier and allowed the rats to circulate freely without having to turn
around in cramped quarters. This is especially plausible in view of the
fact that rats will learn to shun blind alleys in favor of less constricting
areas if given the choice (MacCorquodale and Meehl 1951, Berlyne
and Slater 1957).

Nevertheless, as the next chapter will show, the rat, like other mam-
mals, will learn an arbitrarily selected response quite readily if that
response is followed by certain nonvital stimulus consequences. It
would seem highly probable that, if such responses as bar pressing can
be learned in this way, locomotion can just as well. But experiments
on locomotor exploration have evidently not yet identified the essen-
tial variables.
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Chapter 6

EXPLORATORY BEHAVIOR:
III. INVESTIGATORY RESPONSES

Orienting responses and locomotor exploration work by effecting
changes in the subject and not in the environment. They alter the
states of sense organs, the positions of parts of the body relative to one
another, or the position of the whole body relative to the environment.
The result is a change in the spatial and other relations between the
subject's receptors and the stimulus object and consequently a change
in the nature of the stimulation received from the object. But neither
the object itself nor anything else but the subject's body need be modi-
fied at all by the behavior.

In the case of investigatory behavior, these restrictions no longer
hold. The only way in which an animal can control the stimuli acting
on its receptors, apart from changing its own posture or location, is
by effecting some sort of change in the environment. This can be done
by acting either on the object in which the stimuli originate or on
other objects intervening between the stimulus object and the subject's
receptors.

Acting on the stimulus object itself is likely to take the form of ma-
nipulation. The only notable exceptions will occur when the stimulus
object is another organism and investigatory behavior consists of aim-
ing stimuli at that organism's receptors for the sake of information
or entertainment that will be derived from its reactions. The use of
questions to draw words from a human being is a case in point.

Manipulatory investigation, except when it is evoked in darkness,
will generally be prompted by visual stimuli emanating from the ob-
ject, and it will have the function of wresting further stimuli from
the same object. It will thus be classifiable as inspective exploration.
The stimuli that are added as a result of the investigatory responses
may also be visual. Picking up the object and carrying it closer to the
eyes may intensify or clarify the original visual excitation. Other
operations may expose hidden aspects, external or internal, to the
view or induce changes of form. Again, manipulation may cause the
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object to start acting on receptors of other modalities by moving it
within range of tactual, olfactory, or gustatory receptors or by elicit-
ing sounds from it.

Other investigatory responses affect some part of the environment
that influences the transmission of signals between the object of
interest and the subject's sense organs. Moving aside something that
conceals the object would seem to be the commonest case in wild
animals, although primates can certainly investigate objects by poking
at them with sticks or by throwing things at them. Modern technology
supplies a multitude of devices for making available, through manual
operations, an immense range of stimuli that would otherwise be
inaccessible, e.g., the telephone, the telescope, and the television set.
As we shall see, experimenters interested in investigatory behavior
have found it instructive to place such artificial stimulus-producing
contrivances at the disposal of lower animals, although nothing of
the sort could exist in the wild.

Most investigatory responses that bear on intervening objects will
be inquisitive, since stimuli from the object of interest will normally
be blocked until these responses have taken place. But some inspective
forms are made possible by human artifacts. Placing binoculars in
front of the eyes to examine something already seen with natural
vision and turning the knob to bring the scene into focus are examples,
as are switching on a light to see what has been making a noise in
the dark and operating the volume control of a radio set.

There is one peculiarity of investigatory behavior that is momentous
in its consequences and marks it off quite sharply from orienting be-
havior and locomotor exploration. This is the fact that an organism
that is effecting changes in external objects as a way of modifying
the stimuli reaching its own receptors is simultaneously modifying
the stimulus field for any other organism that is in the vicinity. Changes
in one individual's sense organs, posture, or location can alter only
the relations between the perceived object and the individual's own
sensory equipment. The relations between the object and another indi-
vidual's sensory equipment must remain untouched.

Investigatory behavior, especially in the richness and variety that
it possesses for human beings, can thus create what contemporary
philosophers call "public" or "intersubjective" sense data. It can
form the basis for massive collective activities in which whole societies
can enjoy the products of individual investigatory accomplishments.

Human investigatory behavior includes much of the creative ac-
tivity on which science, art, and entertainment depend. It also includes
some of the behavior that is necessary in order to partake of what
has been created in those fields, although orienting responses and
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locomotor exploration will often suffice. Art and science have, how-
ever, other aspects which will be considered in Chapters 9, 10, and 11.

EXTRINSIC INVESTIGATORY RESPONSES

Most of the vital activities of animals in natural life conditions
have to rely on the use of discriminations, whether acquired through
learning or innate. Previous experiences may have revealed a cor-
relation between the presence of certain stimulus patterns and the
probability that a certain response will be rewarded, so that the
response will be withheld in the absence of these patterns. Alterna-
tively, certain instinctive responses have survival value if and only
if they are performed in the presence of certain stimulus patterns;
through evolutionary pressure, they may come to be released only
by the appropriate sign stimuli. These discriminative stimuli will often
not occur unless the organism does something to make them occur.
Thus, behavior through which an animal is brought into contact with
discriminative stimuli—positive or negative—which would not other-
wise be forthcoming is necessary to guide subsequent behavior and
to enable the animal to select advantageously between various courses
of action or even between acting and refraining from action.

Orienting and locomotor responses will, no doubt, bear the brunt
of this requirement in the wild. But there are times when they may
be assisted by investigatory behavior—for example, when an animal
pushes aside vegetation to see whether its quarry or its enemy is in
the neighborhood or when it manipulates an object to find out whether
it has a consistency and texture associated with edibility.

Many responses of both human beings and animals must combine
investigatory with other functions. When a monkey, in the usual dis-
crimination-training experiment, picks up one of the objects that are
placed before him, his action may enable him to pick up food that
was lying under the object. But it is also an action that provides him
with information about the relations between the properties of the
objects and the chances of finding food beneath them. This information
will influence his later choices, improving his prospects of receiving
an alimentary reward on future trials. Similarly, there have been vehe-
ment disputes over the precise effect on a human subject of hearing
the experimenter say "Bight!" in a verbal-learning experiment. Does
the word reward by satisfying some such motive as a desire to excel
or a desire to win the experimenter's approval, or does it merely inform
the subject that he has responded correctly? Most of the usual experi-
mental techniques make it difficult for us to segregate the informative
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from other functions of a response or to ascertain how far the pro-
vision of information acts as a reward.

There have been a few recent experiments in which this difficulty
was circumvented by making observing and executive responses dis-
tinct. One of them is a demonstration experiment devised by Skinner
(1957). A pigeon is placed in a box containing four keys and a colored
area. The colored area bears one of four hues during each trial, and
when the pigeon pecks at it, the names of the four hues appear in
printed form on the four keys. To be rewarded with food, the pigeon
must then peck at the key bearing the name corresponding to the hue
of the colored area. The receipt of the reward thus depends, as it must
in so many natural situations, on the performance of two responses
in succession; the first response serves simply to present a discrimina-
tive stimulus identifying the form that the second response must
take if it is to be effective.

In this last experiment, the investigatory response enables the ani-
mal to select a response that will be reinforced on every trial. Without
it, there would be no way of selecting the correct key, and the animal
could only peck at random—with the result that it would be fed on
no more than one out of every four trials. Wyckoff (1952) has con-
centrated on an investigatory response that does not affect the number
of food rewards that can be obtained but which, nevertheless, comes
convincingly close to a great deal of human information gathering.
A pigeon was trained to obtain food by pecking at a red key. Some-
times the same key was colored green, but the pecking response was
then never reinforced, so that the pigeon built up a discrimination.
In a later part of the experiment the key was white, and there was a
fifty-fifty chance that pecking would produce food at the end of a
particular period of thirty seconds. But if the pigeon stepped on a
pedal, the key would become either red or green, indicating whether
or not pecking during that period would be of avail. The investigatory
pedal-stepping response was learned quite readily, even though, super-
ficially, its only usefulness lay in sparing the pigeon the effort of a
futile peck. When reinforcement was nondifferential, i.e., when food
was obtainable through pecking regardless of the color of the light,
the pedal-stepping response was performed infrequently.

Kelleher (1958) has demonstrated much the same phenomenon in
chimpanzees. The investigatory response consisted of pressing a tele-
graph key, which was followed by the appearance of either a red light,
indicating that food could be secured by pressing a second key, or a
blue light, indicating that pressing the other key would be profitless.
Performance of the investigatory response occurred in accordance with
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the principles that are known to govern instrumental learning, al-
though the rate of responding was higher during positive than during
negative periods. The investigatory response was extinguished when
the colors of the lights ceased to correspond with the availability or
nonavailability of a food reward for pressing the other key.

Extrinsic investigatory manual responses in human beings have been
studied by Holland (1957, 1958) in a series of experiments intended
to bridge the gap between instrumental learning in animals and
human occupations that require a prolonged watch for infrequent sig-
nals, e.g., those of the radar operator and the factory inspector. Hol-
land's subjects were set the task of recording deflections of a pointer
by pressing a key that reset the pointer. Most of the time they were in
darkness, but they could provide themselves with 0.07 second of illu-
mination by pressing a second key. Their behavior paralleled that of
the rat or the pigeon that is trained to press a bar or peck at a panel
for food in a Skinner box; the sight of a deflection of the pointer evi-
dently acted as a reinforcer. When deflections appeared at fixed inter-
vals of four minutes, the investigatory responses more or less ceased
for a while after each occurrence and then rapidly picked up again
as the end of the interval approached. With a fixed-ratio schedule
(such that a deflection appeared during, say, every two hundredth
flash of light) investigatory responses followed each other with prac-
tically no break. When deflections ceased altogether, the frequency
of the investigatory response gradually dropped off in accordance
with the usual extinction pattern.

These experiments represent rather isolated excursions into an enor-'
mous and largely neglected field of research. But they are concerned
with investigatory behavior that subserves other activities, thus ig-
noring some of the problems raised by intrinsic investigatory behavior,
with which the ensuing discussion will be primarily concerned.

INTRINSIC INVESTIGATORY RESPONSES IN MICE AND RATS

In the early 1950s, several investigators discovered, apparently inde-
pendently and in some cases by accident, that an increase in illumina-
tion will act as quite a potent reinforcing agent for the bar-pressing
response in the rat (Girdner 1953, Henderson 1953, Hurwitz 1956).
Webb (Meehl 1950) and Girdner (1953) noted a similar effect with
a rat's bar-pressing response followed by an indifferent sound, while
Kish (1955) found changes in illumination to reinforce bar pressing
in the mouse.

These discoveries were bound to perturb the psychological world
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somewhat. For one thing, it had been widely accepted that light is
aversive to the rat and that a reduction in illumination will function
as a reward (Keller 1941, Hefferline 1950, Flynn and Jerome 1952),
and there had been many reports that rats have a strong tendency to
enter black maze alleys in preference to white ones. An antipathy for
light seemed reasonable in view of the rat's nocturnal propensities.
Moreover, versions of drive-reduction theory that identified drive re-
duction with minimizing stimulation had wide currency (e.g., Miller
and Dollard 1941).

It is, of course, known that animals will learn to perform operations
that expose them to secondary reinforcers, i.e., to indifferent stimuli
that have repeatedly accompanied a primary reinforcing condition
such as the ingestion of food. Skinner (1938), for example, was able to
produce a rising rate of bar pressing in a rat simply by having the
response cause a clicking sound that had previously attended gratui-
tous deliveries of food pellets. It is tempting to suppose that the
reward value of visual stimuli in the above mentioned experiments
may also have been acquired through habitual feeding in light.

But this explanation does not square with the results of an experi-
ment by Roberts, Marx, and Collier (1958). They found that changes
in illumination were equally reinforcing for rats that had been fed in
complete darkness since they were thirty days old (having been reared
in extremely dim light until they reached that age) and rats that had
always been fed in the proximity of fairly intense light.

Another hypothesis is that rats subjected periodically to increases
in illumination will become more active or reactive because of the
increased stimulation. This may cause them to press a bar more fre-
quently than they would in a more uniform environment, thus giving
a spurious impression that the response was being strengthened by its
consequence. The hypothesis has been tested and found wanting in an
ingenious experiment by Kling, Horowitz, and Delhagen (1956). They
used two groups of rats, one of which was exposed to increased illu-
mination while the bar was being pressed. Each member of the sec-
ond group was paired with a member of the first group, and it received
increased illumination when and only when its partner was receiving
it, regardless of its own responses. According to the activity hypothe-
sis, both groups of rats, since they were exposed to identical stimula-
tion, should have been equally active. But the first group pressed the
bar significantly more often, demonstrating that it is the coincidence
between the response and the change in illumination that strengthens
the former.

Another experiment refuting the hypothesis is that of Barnes and
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Kish (1958). Mice had access to two bars, both of which could be
pressed but only one of which delivered an increase in illumination.
They pressed this bar significantly more often than the other.

Although this type of experiment represents investigatory behavior
in its simplest possible form, stripped of all inessentials, complica-
tions abound even here, and few of the variables that need to be iso-
lated have been methodically examined in the short time that the
phenomenon has been known. If we consider only the nature of stim-
ulus event consequent on the response, we have to consider the inten-
sity of the illumination preceding the change, the intensity of the
illumination following the change, and the direction and extent of the
difference between the two. Then there are many factors in the ani-
mal's previous history that might have effects.

Direction of the Change. There is a measure of apparent contradic-
tion in the literature on the question of how the reinforcement values
of increases and decreases in luminous intensity compare. The more
unexpected effect, namely that of increases, has by now been amply
and repeatedly confirmed. A change from light to darkness has been
reported to reinforce bar pressing (Keller 1941, Hefferline 1950,
Roberts, Marx, and Collier 1958) and running responses (Flynn and
Jerome 1952) in the rat. On the other hand, Hurwitz failed to raise
the rate of bar pressing in rats when the response was followed by the
extinction of a light, and Barnes and Kish (1958) met with the same
failure in an experiment on mice.

The conditions of these various experiments differed, of course, in
several ways. It is difficult to compare the initial intensities of light,
since different writers used different manners of describing the illu-
mination. But it would seem, by and large, that the removal of light
was successful as a reinforcer when the light was fairly intense, and
that those experimenters whose results were negative used fairly dim
light. Keller noted, in fact, that the response rate increased with the
intensity of the illumination that was removed. Roberts, Marx, and
Collier (1958) found both onset and termination of light to have some
reward value but the onset to have significantly more.

There is an experiment by Myers and Miller (1954) which uses
quite a distinct technique from the rest of these experiments. They
placed rats in a box that was divided into two compartments by a
closed door. Pressing a bar caused the door to open, allowing access
to the second compartment. Stimuli from the second compartment
reached the subject as soon as the door opened, although the animals
invariably indulged in locomotor exploration, i.e., running into the
second compartment, which must have altered the stimulus field more
radically. Nevertheless, the pressing of the bar must count as an inves-
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tigatory response and, in spite of the complication of the subsequent
locomotor exploration, there can be little doubt that much the same
phenomenon is involved as in the experiments on changes in illumina-
tion. Myers and Miller obtained clear evidence for learning in the
course of daily trials, taking the form of a progressive increase in the
promptness with which the bar was pressed. But the learning was
much more pronounced when the response allowed the rats to move
from a black compartment to a white one than when the move was
from white to black. So, once again, a change that intensifies visual
stimulation turns out to be more effective than a diminution.

Intensity before and after the Change. Experiments in which the
intensity of illumination before the change, the intensity resulting from
the change (which we may call the stimulus consequence), and the
extent of the change are varied and tested separately are badly needed
but lacking. We have already mentioned the influence of the initial
intensity on responses resulting in darkness (Keller 1941).

Henderson (1953), trying out stimulus consequences of various in-
tensities, found the frequency of bar pressing to be highest with 16.56
millilamberts and lower with intensities above and below that level.
In a similar experiment by Levin and Forgays (1959) using three
consequent intensities, rats aged about seventy days showed maximum
responsiveness at 1.76 millilamberts, the intermediate intensity, while
the maximum for one-hundred-and-ten-day-old rats came at 33.04
millilamberts, the highest of the three intensities used. It seems likely
that the results for the older group would also have undergone a re-
versal if a still higher intensity had been tried. It may be that for
any particular animal there is some strength of stimulation that is
optimally reinforcing, with lower and higher strengths less so, the
actual optimum depending on various factors, including age.

But these two experiments confound the intensity of the stimulus
consequence with the extent of the change, since the response was
always performed in darkness. There may be a particular degree of
change that is optimally rewarding, rather than a particular level of
illumination.

Some attempt to segregate these variables was made in an experi-
ment by Thomson (1955). Four intensities of light were used. Each
intensity served both as an initial level of illumination and as a stimu-
lus consequence for an equal number of trials, all sixteen combinations
appearing equally often. The results revealed no influence of the initial
level of illumination, but there was some evidence for an increase in
the rate of bar pressing with the intensity of the stimulus consequence.
Thomson's data are, however, not conclusive on this point.

In an experiment by Kish and Antonitis (1956), mice were allowed
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to move freely among four platforms. One of the platforms made a
click and sank slightly when a mouse landed on it, and this was the
one on which the animals spent about 40 per cent of the time, although
they went to it less and less on successive days' trials. Barnes and Kish
(1957), using the same apparatus, found that mice would learn to go
to a platform whose depression turned off intense noise and to keep
away from a platform whose depression switched on intense noise.
A comparison of these findings suggests that weak auditory stimula-
tion is rewarding and intense auditory stimulation is aversive, but
there is, unfortunately, another variable that was not controlled: the
sound was transitory in the former case and continuous in the latter.

Novelty. There are two questions that must be kept apart in dis-
cussing the role of novelty, namely, "What is the effect of varying the
novelty of the stimulus consequence?" and "What is the effect of vary-
ing the novelty of the change that results in the stimulus consequence?"

With regard to the novelty of the consequence, Myers (personal
communication) carried out two experiments, using the box with two
compartments. In one of them, rats in one group were placed for
five minutes before each trial in the compartment that was to be
made accessible by bar pressing. Those in another group were placed
instead in the compartment from which they were to start. In the
second experiment, a blinking light was present in the second or
stimulus-consequence compartment. One group of rats had a similar
light in their home cages for one week before the experiment began
and also between trials. Another group never saw such a light outside
the stimulus-consequence compartment. There was, therefore, in both
experiments, a great difference in the novelty of the stimuli resulting
from the response for the two groups of subjects. Nevertheless, all the
animals learned the response, and neither experiment yielded an ap-
preciable difference in performance between groups.

Premack, Collier, and Roberts (1957) had three groups of rats that
were kept in darkness for twelve, twenty-four, and forty-eight hours,
respectively, before the experiment. The rate of responding increased
monotonically with the length of deprivation. This may appear to be
evidence for an effect of novelty of stimulus consequence, since any
visual stimulation would be more novel the longer the animals had
remained in darkness. But the finding needs to be interpreted with
caution. It may signify, not that visual stimuli are generally rewarding
in proportion to their novelty, but that, for an animal that has had no
visual stimulation at all for some time, visual stimulation has a reward
value proportional to the duration of the deprivation. Alternatively,
what is important may be the fact that the animals had no change in
visual stimulation for so many hours. Roberts, Marx, and Collier (1958)
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found no difference in the performance of rats that had been kept in
darkness before undergoing the experiment and others that had been
reared in an environment that was constantly lit by a forty-watt bulb
but was equally unvarying as far as intensity of illumination is con-
cerned.

It is also possible that the decisive factor is not the deprivation of
light as such but the deprivation of stimulation of any kind or of
stimulus change of any kind during the period of darkness. This last
possibility seems rather likely in view of findings with monkeys that
are to be mentioned later. A crucial experiment to arbitrate between
these hypotheses would be one in which animals were deprived of
visual but not auditory stimuli before the experiment, their perform-
ance with a visual stimulus consequence being compared with that of
animals deprived of all stimulation.

Whether the novelty of the change resulting from the response has
any influence may be judged from the presence or absence of decre-
ments in response strength with repetition, as with locomotor explora-
tion. Here the findings have been confusing. Some experimenters have
noted a steep decline within experimental sessions (Girdner 1953,
Kling, Horowitz, and Delhagen 1956, Thomson 1955) and some have
found no such trend (Hurwitz 1956, Levin and Forgays 1959).

Some experimenters have noted a decrease from one daily session
to the next (Girdner 1953, Kling, Horowitz, and Delhagen 1956),
while others have noted a steady increase over daily sessions (Hurwitz
1956, Levin and Forgays 1959). The attempt of Myers and Miller
(1954) to train rats to press a bar when this response made it possible
to pass from a white to a black compartment or vice versa succeeded
only when trials were spaced a day apart. With massed trials about
three minutes apart, there was no learning, which is additional evi-
dence that the stimulus change loses its reinforcing power in losing
its novelty.

It is interesting that rats, whether satiated and in darkness (Girdner
1953) or thirsty and in light (Schoenfeld, Antonitis, and Bersh 1950),
will press a bar repeatedly, even when no special observable conse-
quence follows the response. The frequency undergoes the familiar
decline within and between trials, as with a visual stimulus conse-
quence. This seems to mean that kinesthetic or tactual consequences
or (when the animals are tested in the light) the sight of the bar
moving may, like a change in illumination, have an initial reward
value but subsequently pall.

Although it is not possible to explain exactly why one trend ap-
peared in one experiment and another in another, it must be remem-
bered that the experimental conditions have varied widely and in
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many respects. If the stimulus change consequent on the response
acts as a reward, and if it loses its reward value with repetition, the
first fact should produce a progressive increase in response strength
due to learning, while the second should counteract it by promoting
extinction. The exact form of interaction between these processes, and
which process outweighs the other, can be expected to vary with cir-
cumstances.

A further consideration is that the experiments in which a day-to-day
decrease has been found have generally been ones in which animals
were given a pretest in the apparatus without the stimulus conse-
quence, and those in which an increase has appeared have generally
omitted the pretest. One is reminded of the increase in locomotor
exploration that often results from initial fear aroused by a new situa-
tion and is eventually followed by a decrease. It is possible that a
change in illumination begins by inducing some fear, particularly in
animals that are tense because they find themselves in an unfamiliar
environment, and that this fear gradually gives way to a rewarding
effect. The implication of this surmise is that even those experiments
that produced a consistent increase in the strength of the investigatory
response would have produced a decline if continued much longer.

Girdner (1953) had groups of subjects for which the increase in
illumination began to result from the response on the first, second,
fourth, and seventh days of the experiment, respectively. Before then,
the response had no effect on illumination, but the animals were, of
course, able to become familiar with the apparatus. The reinforcing
effect of the stimulus consequence on the first day of its introduction
was assessed by comparing the response rates that it induced with the
response rates of a control group (which continued to have no stimulus
consequence) on corresponding days. According to this test, its effect
increased with the time elapsing before its introduction, except when
this time exceeded three days. This argues for an additional measure
of reinforcement attributable to surprisingness, since the change in
illumination was equally novel for all groups, but they had had vary-
ing degrees of exposure to the situation with no change. The decay of
surprisingness may also have something to do with the between-trials
decline in response rate that has been noted when animals have had
pretests with visual stimulus consequences. The sharp rise on the
first day with the stimulus consequence can be seen clearly in the
curves provided by some writers (e.g., Hurwitz 1956, Kling, Horowitz,
and Delhagen 1956).

Hunger. The reward value of increases in illumination has been
demonstrated separately with hungry (e.g., Hurwitz 1956, Marx, Hen-
derson, and Roberts 1955) and satiated (e.g., Girdner 1953, Kish 1955)
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animals. There have been some attempts to compare the strength of
the investigatory response in hungry and satiated rats, with other con-
ditions held constant. Hurwitz and De (1958) failed to find signifi-
cant differences between animals deprived of food for six, twelve, and
twenty-two hours, but two other studies have confirmed that the
presence or absence of hunger makes a difference. In a dark box,
rats that have not eaten for twenty-two hours will press a bar more
frequently than satiated rats if the response is followed by five sec-
onds of light (Forgays and Levin 1958). If light remains on for as long
as the bar is held depressed, the response is more frequent with two
hours of food deprivation than with satiation and greater still with
twenty-three and one half hours of deprivation (Davis 1958).

Such differences seem to be due to the well-known tendency of
hunger to raise the general level of responsiveness (Skinner 1938,
Campbell and Sheffield 1953). Certainly, these experiments do not iso-
late the effect of hunger on performance from any effect it might have
on the reward value of the stimulus consequence, as evidenced by the
speed of learning.

Heredity. In the experiment by Kish and Antonitis (1956), men-
tioned earlier in this chapter, one strain of mice landed on the plat-
form that made the click substantially more often than did another
strain. But the difference appeared only during the first three days of
testing. The former strain showed a greater decline in the frequency
of the response with successive days until, from the fourth day on,
the performances of the two strains were comparable. From this fact,
the authors infer that the interstrain difference was unlikely to be one
of general reactivity. We have, however, no way of knowing how far
it was peculiar to investigatory behavior.

Tentative Conclusions

It seems clear that a change in visual or auditory stimulation favors
the learning of a preceding motor response, and that the phenomena
we have just been considering are not due to a transient feedback
effect. This is shown by the increase over successive days of trials
revealed by at least some experiments (Hurwitz 1956, Levin and For-
gays 1959, Myers and Miller 1954) and by the fact that the response
retains some considerable strength and extinguishes only gradually,
once the stimulus consequence has been withdrawn (Hurwitz 1956,
Kish 1955, Kling, Horowitz, and Delhagen 1956).

The principal reinforcing agent would appear to be the change it-
self rather than the stimulus resulting from the change, and the
reward value of the stimulus change appears to increase with its short-
term, and possibly also its long-term, novelty. Although the fact of

147



change seems to outweigh all others in importance, the reward value
of a particular change may also depend on how nearly the extent of
the change approximates some optimal intermediate value or on how
nearly the stimulation that is introduced by the change approximates
an optimal intermediate intensity. The reward value also varies with
duration of sensory deprivation immediately preceding the experi-
ment, although it is impossible at this juncture to say exactly what
kinds of deprivation have this influence.

INTRINSIC INVESTIGATORY RESPONSES IN MONKEYS AND APES

The superior cerebral, visual, and manual equipment of the pri-
mates enables them to make much finer discriminations between per-
ceptual patterns, as well as more finely coordinated manipulatory
responses, than can lower mammals like the rat. It seems also to be
a general rule that animals with more highly developed nervous sys-
tems are more given to investigatory and playful behavior generally.
These facts would seem to imply that monkeys and apes will be espe-
cially fruitful subjects for investigation. There are, however, dangers
inherent in the very scope that their investigatory activity offers. They
will be sensitive to so many subtle variations in what is going on
within their stimulus field that it will often be difficult to disentangle
the contribution of each single factor. Those who have had oppor-
tunities to observe monkeys and apes at close hand for prolonged
periods invariably dwell on their addiction to looking, mauling, prod-
ding, licking, and generally squeezing every drop of possible enter-
tainment from whatever crosses their path (see, e.g., Kohler 1921,
Yerkes and Yerkes 1929).

Inspective Manipulation. Welker (1956a) exposed young chimpan-
zees to a series of stimulus situations, each of which involved the
presence of two or more manipulable objects in front of the cage. The
animals were confronted with each situation for a series of six-minute
sessions, usually one per day, until satiation appeared. Then another
situation was presented for a number of sessions, and so on.

The amount of playful handling of the objects declined steeply in
the course of each session, and, although there would be a considerable
recovery at the start of the next session, there was also a decline from
session to session. Each animal showed some consistent preferences
among objects belonging to the same situation, but the directions and
strengths of these preferences varied widely from one subject to
another.

Short-term and long-term novelty were thus the variables shown
most conclusively by this experiment to prompt investigation. The im-
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portance of novelty has also been confirmed by other experimenters.
Voitonis (1949) left various objects in cages occupied by groups of

monkeys—sacred baboons and pig-tailed macaques. Each object was
eagerly played with when it first appeared, but interest in it gradually
faded. As soon as the object was replaced by one that differed from
it in shape, color, or size, the new object would attract energetic in-
vestigation for a while in its turn.

Inhelder (1955) introduced four zoo animals—two monkeys, a
hyena, and a rhinoceros—to a variety of novel objects and observed
them playing. His findings were similar to those of Welker and Voi-
tonis. The animals lost interest in an object when it had been present
for some time, but they would resume playing with it if they chanced
upon some new way of using it, or if it were withdrawn for a
time and then reintroduced.

A second experiment by Welker (1956b) brought out the impor-
tance of complexity. The chimpanzees were more responsive to multi-
colored, mottled rectangular blocks than to rectangular blocks of uni-
form color, and more responsive still to blocks that were heterogeneous
in color and shape.

A rather similar technique was employed by Rensch (1957) with
two monkeys—a smooth-headed capuchin and a common guenon—
and a chimpanzee. He scattered test objects randomly on the floor of
the cage and observed which ones the subjects picked up and handled.
There were distinct preferences for colors, but apart from a preference
for chromatic colors over gray, they varied between subjects and even
from time to time in the same subject, a phenomenon compared by
Rensch to "aesthetic vogues." When stimulus patterns of varying com-
plexity were tried, there were preferences, but their implications were
not too clear-cut, and they were not always statistically significant.
A circular piece of white cardboard was picked up more frequently
than pieces with irregular outlines. When black patterns painted on
white rectangles were exposed, regular geometrical designs were gen-
erally more attractive than untidy and irregular designs. But this tend-
ency was rather puzzlingly reversed in the case of one pair of patterns
painted on larger rectangles. One member of the pair consisted of
sixteen black strokes arranged in a matrix and the other of similar
strokes haphazardly distributed. It may well be that once again we
have apparently contradictory findings that the existence of some op-
timally satisfying intermediate degree of complexity would explain.

Welker's project also yielded information on variations of investiga-
tory behavior with age (Welker 1956a, 1956c). During the first minute
of a session, three- to four-year-old and seven- to eight-year-old ani-
mals played with the objects to a comparable extent, but the younger
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animals showed much less satiation as the session continued. Two out
of three of the younger animals showed no significant decline in in-
vestigation between sessions. Chimpanzees aged ten to twenty-six
months, unlike three- to four-year-olds, spent more time looking at
objects than handling them. After several sessions, however, they
would begin to overcome their timidity and indulge in more and more
manipulation. The fear of novel stimuli that we remarked on in the
last chapter thus seems once again to be at work, with exploration
growing in strength as fear becomes allayed through habituation. It
also appears that the propensity for playful manipulation in chim-
panzees, as apparently in man, reaches its maximum between infancy
and adulthood.

Drawing. The scribbling and drawing for which monkeys and apes
will occasionally show a taste must be considered investigatory be-
havior. Much of it, like the corresponding behavior at a certain stage
in the human child, appears to be indulged in principally for the
tactual and kinesthetic sensation that comes from rhythmic, sweeping
movements. But there are signs that the visual products also are of
some importance in the chimpanzee.

One female, the famous Alpha (Schiller 1951), showed some con-
formity to human notions of aesthetic value as well as to Gestalt prin-
ciples of perceptual organization. When given a piece of paper bear-
ing a circle, for example, she tended to keep her drawing within the
bounds of the circle, showing some appreciation of figure-ground re-
lations. And she scribbled in the vicinity of the gap in an incomplete
circle, as if she were attempting to achieve "closure."

Opportunity for Manipulation as a Reward. Harlow and various
collaborators have shown experimentally that complex manual opera-
tions can be self-reinforcing for the rhesus monkey; opportunities to
perform them will promote learning, revealed by a rise in the fre-
quency of performance and by the substitution of successful for un-
successful actions, without reinforcement from any other source.

One of the operations that figured in these studies consisted of solv-
ing a complex manual puzzle, an arrangement of interlocking pieces
that could be dismembered by undoing a series of fastening devices (a
hasp, a hook, a pin, etc.) in a particular order. In one experiment
(Harlow, Harlow, and Meyer 1950), an experimental group of ani-
mals had the puzzle left assembled in their home cages for ten days.
The puzzle was periodically put together by the experimenters so that
subjects could have repeated experiences of undoing it. A control
group had the unassembled pieces in their cages for the same period.
Both groups were subsequently tested, at first with food obtainable by
pulling the puzzle to pieces and then with no food obtainable. In both

150



situations, the experimental animals were clearly better at solving the
puzzle than the control animals, which shows that their previous prac-
tice with no extrinsic reward had produced some learning. They actu-
ally performed better without food than with food, as its presence
made them go straight to the later stages of the solution instead of
going through the necessary preliminary stages first.

In order to gauge the resistance to extinction or satiation of this
behavior, two monkeys were allowed five chances to open the puzzle
on each of twelve days and then, on the thirteenth day, they were able
to open it up to ten times an hour for ten successive hours. The out-
come was that the proportion of successful attempts to solve the puzzle
went up from day to day until the laborious last day, when there was
a progressive decline in the number of devices opened although the
rate of trying remained more or less constant.

The potency of whatever reward is at work is thus dependent to
some degree on short-term novelty. The behavior can also be impaired
by brain operations (Davis, Settlage, and Harlow 1950).

Discriminations can be based on the presence or absence of oppor-
tunities for manipulatory activity, as an experiment by Harlow and
McClearn (1954) illustrates. The apparatus consisted of a board with
a number of screw eyes inserted into it. Some of the eyes could be
taken out of their holes, and others could not, movable and immovable
ones being colored differently. Three monkeys were faced with a board
of this sort for a one-hour trial on each of four successive days, and
the percentage of responses aimed at the movable eyes mounted from
day to day.

A rather similar series of experiments has been carried out by
Rokotova (1953) in Russia. She was able to train a chimpanzee to
pull a lever by using as reinforcing agent the receipt of miscellaneous
objects (a different object for every trial) with which the animal was
allowed to play for a short time. She interpreted this behavior as "a
conditioned reflex based on the unconditioned investigatory reflex,"
but it is clearly a case of instrumental conditioning. When the response
was reinforced after a white light but never after a blue light, the
chimpanzee learned rapidly to withhold the response on receiving the
negative stimulus. He likewise formed a discrimination between two
buzzers, only one of which indicated the availability of a plaything.
Extinction, conditioned inhibition, and speedy restoration of an extin-
guished response after renewed reinforcement were also brought
about.

Voitonis (1949) demonstrated that opportunities to handle objects
can motivate more impressive forms of learning than these. His mon-
keys became quicker and quicker at opening a puzzle box (fastened
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with a strap secured by nails and buckles) that contained nothing
but stones. They would likewise learn to use tools without extrinsic
incentives. They caught on to the use of a bucket to haul sand out of
a well, an achievement that they could later adapt to draw water for
drinking. In Birch's (1945) experiments, chimpanzees did not arrive
at the response of pulling an object toward them with a T-shaped
stick until they were able to familiarize themselves with the sticks in
the course of investigatory play.

It might be thought that manipulatory behavior and its attendant
stimuli acquire reward value through association with feeding and
other primary rewards, since primates are bound to have performed
many manipulatory operations in the course of satisfying their physio-
logical needs. But this hypothesis is rendered unlikely by an experi-
ment of Harlow, Blazek, and McClearn (1956), who found manipula-
tion of a fastening device to be self-rewarding (improving with
practice in the absence of extrinsic reinforcement) even for infant
monkeys that had always been fed by hand.

In all these experiments, there is the difficulty that the response to
be learned was followed not only by changes in the stimulus field but
also by further manual responses. We do not know how far the motor
processes were rewarding in themselves (and to the extent that they
were, we do not have true exploratory behavior) and how far reward
depended on the stimuli, including perhaps the kinesthetic stimuli,
that resulted from them.

That playful manipulation is governed, at least in some measure, by
the nature of its sensory outcome is supported by Welker's (1956a)
experiment with chimpanzees. Five subjects showed a significant pref-
erence for handling objects that moved on pivots rather than objects
that were identical except for being rigid. Objects whose manipulation
caused a light to go off or a bell to sound were likewise markedly
preferred by one subject, although the result for the other subjects
was inconclusive.

Nevertheless, the possibility of handling an object is important for
monkeys. Voitonis (1949) exposed his monkeys for a number of days
to a specially designed chest of drawers and noted how often, and for
how long, each of the twelve drawers was held open. Drawers that
were empty or that could not be opened far enough to investigate
their contents were soon avoided. Those that contained visual but
nonmanipulable objects, e.g., a toy windmill or a flashing bulb under
glass, were quite popular; one containing a ball that could be felt, but
not brought into view, by thrusting a hand through a hole in a board,
was about equally popular. But drawers that held pebbles or balls
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that could be picked up and removed were by far the most fre-
quently opened.

A drawer whose opening caused a bell to ring was not particularly
attractive to Voitonis's monkeys, as, in general, auditory stimuli were
not. However, sounds were sought out by some bear cubs that Voitonis
studied, as well as by a baby chimpanzee subject of Ladygina-Kots
(1935).

Inquisitive Investigation. Other experiments achieve a more strin-
gent demonstration of the reward value of sights and sounds by mak-
ing stimulus consequences independent of manipulatory behavior once
they have been introduced. The power of the stimuli in question to
reinforce an investigatory response is also separated from any power
they may have to evoke such a response, by withholding them until
the response has been executed.

Thus, Moon and Lodahl (1956) have shown that a change in illu-
mination will reinforce lever pressing in the rhesus monkey, as it will
in the rat and the mouse. A change from a 60-watt lamp to a 15-watt
lamp and the opposite change were about equally effective.

Monkeys will also learn to open a door with the possibility of look-
ing out of the box in which they are confined as the sole incentive, and
they will form a discrimination between colors characterizing a door
that can be opened and another door that will not yield to pressure
(Butler 1953).

Experiments in which monkeys are free to push and hold open a
door ad libitum for long periods have shown how astonishingly re-
sistant this behavior is to extinction or satiation. Three normal animals
continued to repeat the response for nine, eleven, and nineteen hours
respectively before giving it up (Butler and Harlow 1954). Six ani-
mals tested for ten hours on each of six consecutive days spent about
40 per cent of the time looking out. The frequency and duration of
holding the door open showed no consistent trends either during or
over daily trials, suggesting that the animals worked to maintain a
"relatively fixed amount of daily visual . . . experience" (Butler and
Alexander 1955).

This kind of investigatory behavior, like behavior leading to manip-
ulation, is affected by brain operations. Amygdaloid injuries lower the
speed of performing the correct response in a discrimination test, while
temporal injuries appear to prevent monkeys from acquiring the dis-
crimination in the first place. In a free-responding situation, however,
monkeys with temporal or frontal ablations continue the investigatory
response with a persistence comparable to that of normal monkeys.

Butler (1954) has compared the reinforcing power of a number of
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different sensory experiences. The frequency of door-opening responses
was lowest when the door gave out onto the empty room, higher when
it exposed a display of fruit and other food, higher still for the sight
of a toy train in motion, and highest of all for the sight of another
monkey. In a second experiment, the sound of the train was a more
potent incentive than the sound of a monkey, and both produced less
response strength than when the response made the train or the mon-
key visible.

All these incentive conditions varied in so many respects that it is
hazardous to make any generalization from the data, apart from con-
cluding that not all stimulus consequences are equally rewarding. In
particular, the sights and sounds emanating from another monkey
might have special innate or acquired rewarding properties. It looks,
however, as if the alternative incentive conditions might represent
different degrees of complexity and, if so, some hint of a positive rela-
tion between complexity and reward value might be sensed.

Another experiment by Butler (1958) provides some evidence for
a relation between investigatory reward value and affective value.
Monkeys opened a door more readily to see another monkey than to
see an empty cage, but less readily to expose themselves to the fright-
ening sight of a dog. Similarly, there were differences among sounds
in their effectiveness as reinforcers of a lever-pressing response. Cries
from a solitary monkey were more effective than white noise, but emo-
tional noises from the monkey colony and the barking of a dog were
considerably less so.

Data pointing in the same direction were secured by Harlow and
Zimmermann (1958). They tested infant monkeys in an apparatus of
the kind devised by Butler. The animals pressed the lever more
readily when it afforded them a glimpse of a real mother monkey or
a cloth-covered model than when it allowed them to see a wire-
netting model or an empty box, although all these incentives were
effective to some degree. It will be recalled from the last chapter that
infant monkeys accept a cloth-covered model as a mother substitute
in default of a natural mother.

INTRINSIC INVESTIGATORY RESPONSES IN HUMAN INFANTS

The earliest clear forms of human investigatory behavior noted by
Piaget (1936) consist of secondary circular reactions, which first
emerge between the ages of three and six months. Orienting responses,
directed at brightly illuminated areas or at objects with special asso-
ciations, such as human faces and feeding bottles, appear within a few
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weeks of birth. These do not require the capacity for maintaining
flexible relations between behavior and environmental events that
matures later.

The term "circular reaction" was introduced by Baldwin (1895) to
describe the repetitive and, to a superficial glance, self-reinforcing
actions that are prominent in the infant, such as babbling and thumb
sucking. These actions appear to be kept up for relatively long periods
because the stimuli produced automatically by their preceding per-
formance have the power to evoke a repetition; hence the circularity.
It may also be that the same stimuli, being consequences of the re-
sponse, act as reinforcers. But whether the actions in question result
from instrumental conditioning due to such reinforcement, in which
case they might qualify as investigatory responses, or whether they
result from innate connections or from some form of classical condi-
tioning, is still an open question.

Piaget distinguishes these primary circular reactions, which involve
merely the direct influence of one action on another action of the
same organism, from the later developing secondary circular reactions,
which fit events in the environment into the circuit.

The kind of situation which Piaget regards as the prototype of the
secondary circular reaction is as follows. The infant is lying in a crib
fitted with a hood. A rattle hangs down from the hood, and a string
the infant is able to reach is attached to the rattle. Having pulled the
string in the course of random play and thus caused the rattle to swing
and to sound, he reiterates the movement and resorts to it whenever
he is placed in the crib as a procedure for making "interesting sights
last." For the next few months, any action that chances to bring on an
unforeseen happening is likely to be repeated and incorporated into
a growing stock of resources for controlling external events. Once he
has assimilated one of these response patterns, the child will generalize
it to other stimulus situations and to other interesting sights. For
example, when Piaget waved a watch about at some distance from
the crib, one of his daughters reverted, as soon as the spectacle
stopped, to the tried and tested device of pulling the string.

These reactions are unmistakable instances of instrumental condi-
tioning, evidently reinforced by "interesting" environmental changes.
Skinner (1951) likewise claims that instrumental conditioning can
easily be demonstrated in the human infant by making almost any
such change, e.g., switching a light on and off, follow any simple motor
response. Investigatory responses of this sort are, according to Piaget,
the child's first experiences of being able to influence external agencies
by carrying out appropriate bodily movements. After all, he has little
occasion to acquire instrumental responses to any end except the
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provision of what we should regard as entertainment, both because
his capacities are too limited for him to secure more vital satisfactions
through his own efforts and because a rich repertoire of parental be-
havior is at hand to forestall biological distresses. Crying, which ap-
pears to be innate in certain circumstances and learned in others, is
about the only contribution his own skeletal musculature can make
to the cause of self-preservation, apart from emergency reflexes. A
whole mass of more serious instrumental responses appears later in
life; when the child is ready for them, they are able to build on the
discriminations and coordinated responses that the investigatory sec-
ondary circular reactions have put at his disposal.

At five to seven months (Piaget 1936), a child will pull away a
piece of cloth that is put over his face and blocks his view, a response
clearly reminiscent of the door-pushing response by which a monkey
frees himself from a monotonous stimulus field. The human child
removes the obstacle to vision with intense glee, and, after a few more
months have passed, the behavior turns into the indefatigable peek-
aboo game, in which the visual field is recurrently blocked off by cov-
ering up the face or hiding behind a door for the sheer pleasure of
having everything reappear.

Then comes a stage where the child is beginning to discriminate, and
respond to, spatial and temporal relations between phenomena, and
where he can fit two pieces of behavior, originating as secondary cir-
cular reactions, into a well-coordinated chain. This stage starts at
eight to ten months. It is the stage where an object that is out of sight
will be looked for in the place where it is usually to be found. If an
object disappears behind a screen, the child will move the screen away
or walk round it. This is an important step forward, Piaget stresses,
as it implies the beginnings of some conception of a permanently
existing object, i.e., some process whereby the child represents an
object to himself after it has left the visual field, and anticipates its
reemergence.

It may also be observed that this behavior is inquisitive, whereas
the secondary circular reaction is inspective. And looking for a par-
ticular object behind a screen is specific exploration, while removing
a cloth from the face is presumably diversive. In the former case, the
child "knows what he is looking for" and is liable to be disappointed if
his expectations are violated, but removing the cloth is a way of seeing
anything that might be going on. Specific inquisitive behavior can
be expected to appear later than the other form of investigation, since
it presupposes a capacity for recognizing a signal that heralds a new
absent stimulus and for somehow identifying what will follow.

While this is going on, the child comes to use his stock of secondary
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circular reactions for sounding out the properties of new objects. On
encountering something unfamiliar, he brings into play what resources
he has for arriving at an "understanding" of it. The only understanding
of which he is capable at this stage has, of course, nothing conceptual
or intellectual about it. It amounts simply to learning what can be
done to or with the object and what behavior to expect from it. So,
when he finds himself face to face with a novel object, he is likely to
begin by inspecting it visually and factually, using the orienting re-
sponses that were his first resources for observation. Then he will prob-
ably try out one after another of the secondary circular reactions that
have been applied with satisfactory results to similar objects. If the
reaction extracts from the new object the same sensory consequences
as it has extracted from familiar objects in the past, the new object is,
to use Piaget's expression, "assimilated with old schemata." In be-
havioristic terms, this would mean that, by evoking responses and expec-
tations similar to those evoked by certain familiar objects, it will be
assigned to the same acquired-equivalence class; it is henceforth treated
like them through mediated or secondary stimulus generalization.

Sometimes, however, performing a familiar operation on a new
object leads to different, and thus surprising, results, or perhaps some
accidental variation in the reaction produces an unexpected sensory
experience. The child then repeats the operation as if trying to acquaint
himself with the intriguing new properties that lie unsuspected in the
object. He may thus acquire a derived secondary circular reaction on
the basis of the old one, giving rise to what Piaget calls a new
"schema," i.e., a new stimulus-response association with a correspond-
ing expectation of outcome.

Finally, at the age of eleven months or so, the tertiary circular reac-
tion shows itself. The secondary circular reaction was essentially re-
petitive. Having stumbled upon a method for bringing on some amus-
ing occurrence, the child avails himself of it in much the same form
over and over again. But now he performs the action in a somewhat
different form each time. He varies his responses in order to observe
the corresponding variations in the outcome. He drops a ball from
different heights and at different places to see how the way in which
it falls is thereby affected. He hits the tablecloth, the plate, the glass,
and the fork with his spoon to see how differently they sound. He can
thus be described as actively experimenting. This is not yet the system-
atically planned experiment of science, but it is already a matter of
contriving changes in antecedent conditions to identify the associated
changes in consequent events. It results in an incomparable broadening
of the child's acquaintance with the behavior of external objects and
with the relations between their behavior and his own, since he is no
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longer limited to fortuitous discoveries but actively brings about the
stimulus patterns that will be most informative.

This description of the sequence the child passes through before
the advent of speech and its attendant symbolic functions opens up
a vast new universe of investigatory possibilities, and it is, of course,
only a beginning. Piaget's account of this prelinguistic period is de-
rived mainly from observations of his own three children. On the
whole, they seem to agree with reports of other developmental psy-
chologists and with common experience of infant behavior. But only
the enormous program of rigorous experimentation whose necessity
is indicated by Piaget's work can answer some of the outstanding ques-
tions and check some of the tentative conclusions. We can, however,
provisionally trace the role of some of the collative properties of stim-
ulus patterns that we are interested in.

Change of more or less any kind seems to be what first prompts
orienting or secondary circular behavior. The strength of secondary
circular behavior seems also, although we have only common obser-
vation to go on, to depend on the novelty (short-term and complete)
of the consequent stimulus pattern. With regard to a particular pat-
tern, it seems to follow a time course similar to the one we have so
often noted in orienting behavior and locomotor exploration: the re-
sponse wanes with massed repetition, reappears if the evoking stim-
ulus is reencountered after an interval, but shows a downward trend
with each reappearance until it is no longer called forth at all. As the
work of Biihler and her associates, to be discussed in Chapter 8, illus-
trates, a simple, indifferent sensory event has only a brief reign as a
source of infantile delight. During the first months of life, its apprecia-
tion is beyond the infant's rudimentary powers, or its impact is harsh
enough to be alarming. And after a few more months, it is relegated
to the realm of the vapid and the stale.

At the stage where old investigatory responses are tried on new
objects, other factors, which we are not now in a position to delineate
precisely, come into the picture. For instance, it cannot be clear with-
out further experimentation how far the new object evokes the sec-
ondary circular reaction through generalization alone—in which case it
would evoke it, if anything, less powerfully than the original evoking
stimulus would if it were present instead at that moment—and how
far it evokes it with special effectiveness because it is new and puzzling
and challenging. In the latter case, implying properties peculiar to
stimuli that are not too near to the original stimulus yet not too far,
some sort of excitatory-inhibitory conflict would seem to be at work
to increase the probability of the response. The prolonged exercise of
a derived secondary circular reaction, once it has been discovered,
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may mean that surprisingness of the outcome is rewarding, but only
as long as it remains surprising, or that it provokes some sort of dis-
comfort which is relieved as the outcome ceases to surprise.

Responses which remove obstructions to vision seem to point to
rather different sources of motivation, although they must involve the
same intellectual acquisitions as the other forms of investigatory be-
havior that arise simultaneously with them. The removal of something
covering the eyes may be a response to anxiety that animals, under-
standably enough from a biological point of view, innately experi-
ence when their vision is obstructed, or else to boredom brought on
by meagerness of stimulation. Alternatively, or in addition, it may de-
pend on the reward value of a sudden influx of visual excitation. The
response of finding or unmasking a concealed object may be purely
extrinsic investigation, motivated by whatever would motivate be-
havior directed at the same object if it were not concealed—as when
a child tries to find a toy that he was playing with until it went out
of sight. But there may be a supplementary reward value to regaining
something after its disappearance, perhaps from the assuagement of
frustration or from the fulfillment of an expectation (the relief of
"anticipatory tension," Mowrer 1950). If something is known to be
hidden but its identity is not known—a state of affairs notoriously un-
bearable to children, though usually when they are older than the in-
fants we have been discussing—we have special effects attributable to
the conflict that accompanies uncertainty. Biihler (1928) speaks of
the "strange" and the "hidden" as the two breeding grounds for
curiosity.

This cursory account shows how many intricately entangled prob-
lems are already thrown up by the scanty data that we have about
investigatory behavior in infancy, and yet these problems must be
simplicity itself compared to those that we must penetrate on the way
to the corresponding behavior in adult human beings. It is, however,
hopeful to recognize that rigorous variable-isolating experiments could
easily be designed to take care of practically all the unanswered ques-
tions that we have reviewed.

INTRINSIC INVESTIGATORY RESPONSES IN HUMAN ADULTS

AND OLDER CHILDREN

Experimenters have found that visual stimuli will reinforce instru-
mental responses quite effectively in human children and adults with-
out being required for the guidance of some later response. Ivanov-
Smolenski (Ivanov-Smolenski, Gurevich, Skosyrev, and Soloveva 1933)
has made extensive use of a method that he calls "conditioning with
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orienting reinforcement." It has been particularly successful and con-
venient to apply with school children. The response consists of pressing
a rubber bulb (attached to a kymograph which registers the response
automatically) on receipt of a simple visual or auditory conditioned
stimulus. The reinforcement is supplied by a tachistoscopic glimpse
of a picture. O. R. Lindsley (1956) has also used exposures of pictures
to reinforce the pulling of a plunger in psychotic patients, and he has
obtained quite high response rates with some subjects. Certain of the
pictures that he used were nudes, which may, in more than one sense,
have made the underlying motivation less pure.

Both Ivanov-Smolenski and Lindsley have been interested in show-
ing similarities between the conditioned responses produced by such
reinforcers and those that have been studied with more familiar ex-
perimental arrangements, or in studying aspects of learning processes
in general that could equally well have been studied with other kinds
of reinforcement. Neither of them has systematically varied the re-
inforcing pictures with a view to finding properties that make some
pictures occasion more investigatory responses than others. There is,
on the other hand, a series of experiments by Berlyne (1957c) in which
precisely this was done.

In these experiments, the subject was seated in a darkened room,
facing a tachistoscope. Every time that he pressed a lever, a figure in
the tachistoscope became visible for 0.14 second. The instructions
emphasized that the experiments were concerned solely with ascer-
taining how interesting certain pictures were, and that no questions
about the figures would be asked at any time. The subject was free to
expose himself to as many glimpses of a particular figure as he liked,
and when he had seen enough of one figure he was to say "yes,"
whereupon the experimenter would replace it by a new figure.

Each subject took part in four experiments, designed to reveal the
influence of different variables on the number of lever-pressing re-
sponses per card (see Fig. 6-1). The variables and the results follow.

Incongruity. Incongruous pictures of animals and birds (i.e., ani-
mals 2 and 4 and birds 3 and 5) elicited significantly more responses
than pictures of normal animals and birds.

Complexity (Absolute Uncertainty). There was a series of six fig-
ures developing, by progressive addition of material, from a circle into
a picture of a bear, and a similar series developing from a circle into
a picture of a clown. It will be seen from Fig. 6-1 that the figures
numbered 6 in both series are markedly more complex than those
numbered 2 to 5, while those numbered 2 to 5 are more complex than
those numbered 1. In information-theory terms, these three groups of
figures differ in the amount of information to be absorbed before they
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Experiment 1
Animals series

1 2 3 4 5 6 7

I 2 3 4 5 6 7
Birds series

1. Incongruity

Experiment 3

Experiment 2
Bear series

1 2 3 4 5 6

1 2 3 4 5 6

Clown series

2. Complexity (absolute uncertainty)

Experiment 4
Series A Series B

ODOO
1 2

Series C

12
Violet

IllllllllilliliJIi!!
3. Surprisingness 4. Complexity (relative uncertainty)

FIG. 6-1. (From Berlyne 1957c).

can be identified (i.e., the uncertainty or entropy). The mean num-
bers of responses per card varied significantly between the three
groups, increasing with the degree of complexity. Whether a series
was presented in numerical order from 1 to 6 or in a random order did
not make any difference.

Surprisingness. There were twelve cards bearing geometrical figures
of colored spots. Figures 1 to 6 were composed of red triangles, figures
7 to 11 of green circles, and figure 12 of violet squares. Surprisingness
can be imputed to figure 7 and figure 12, since they both deviated
sharply from prominent characteristics shared by at least five figures
immediately preceding them, and these surprising figures elicited sig-
nificantly more investigatory responses than figures 2 to 6 and 8 to 11.

Complexity (Relative Uncertainty). There were three series, each
containing figures with differing degrees of redundancy. Redundancy
is, in information theory, equal to 1 minus relative uncertainty, and
relative uncertainty is the ratio of the uncertainty in a set of signals
to the maximum uncertainty that there could be. Redundancy thus
measures the extent to which the information carried by different sig-
nals overlaps or is duplicated. Redundancy increases, and relative un-
certainty thus decreases, when parts of a visual figure resemble one
another, since the existence of one part with certain properties makes
the existence of other parts with those properties more probable (Att-
neave 1954). Orderly arrangement, similarity in shape, symmetry, and
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fewness of changes in contour are all inversely related to relative un-
certainty, which is thus a measure of complexity.

In series A, one figure comprised nine crosses in a matrix pattern,
and the other comprised nine crosses in an irregular arrangement.
Series B contained a circle, a square, an octagon, and an irregular
closed curve, all of approximately equal perimeter. The figures in series
C were made up, respectively, of five parallel straight lines, two
straight and three wavy lines arranged symmetrically, two straight
and three wavy lines arranged asymmetrically, and five contrasting
lines. In all cases, figures with more relative uncertainty attracted more
investigatory responses, and the differences were significant through-
out.

Questioning of subjects revealed that they usually continued to press
the lever until they had identified the figures, and then ceased. We
might expect that each tachistoscopic exposure would transmit an ap-
proximately equal quantity of information, so that more complex or
uncertainty-laden figures would require more exposures to be recog-
nized. It would then be understandable that they should occasion more
investigatory responses. It is of interest, however, that the subjects,
without instructions obliging them to do so, persisted spontaneously
in exposing themselves to the figures until uncertainty had been
eliminated.

Although all four experiments occurred equally often in all four
temporal positions, there was a slight but significant tendency for
later experiments to give rise to more responses per figure. The means
increased, in fact, with a concave-downward curve reminiscent of the
usual learning curve. It looks, therefore, as if the exposures to the
figures provided some reinforcement for the response.

An age difference of some consequence was revealed when experi-
ment 1 and slightly modified version of experiments 2 and 3 were tried
with five-year-old children and with 0.014-second exposures. On the
average, the children responded 12.1 times per figure, while four ad-
vanced undergraduates tested with the same exposure time responded
2.3 times, on the average, to the same figures. The children failed,
moreover, to respond to surprising or incongruous figures more fre-
quently than to others. Without further experimentation, it is not pos-
sible to say whether this was due to their age or to the shorter ex-
posure. It seems plausible that five-year-old children may be insuffi-
ciently familiar with the appearance of normal animals to be affected
by pictures of incongruous ones, and that their ability to form expec-
tations may be deficient, making them less susceptible to surprise.
Their resistance to satiation is reminiscent of that observed by Welker
in young chimpanzees.
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Chapter 7

TOWARD A THEORY OF EXPLORATORY BEHAVIOR:

I. AROUSAL AND DRIVE

Having now reviewed evidence on the working of stimulus selec-
tion in animals and of the simpler forms of stimulus selection in human
beings, we can no longer shirk some of the theoretical questions that
they raise. Unfortunately, we are not yet in a position to come out with
a clear-cut theory that will explain all the data that we have reported
in previous chapters, and it would be rash in the extreme to found
far-reaching conclusions on them. Although some effects seem to
emerge repeatedly in a number of different experimental situations,
there are plenty of seeming inconsistencies between experiments; there
are effects that have been reported once only and in none too con-
vincing circumstances; there are experiments in which several distinct
independent variables have been confounded; and, above all, there
are glaring gaps in the evidence at one crucial point after another.

Any theoretical suggestions that we can venture at this point must
thus be highly tentative and roughly outlined. They must inevitably
be speculative. This need not make them scientifically disreputable
as long as they point insistently to lines of experimental research. It
may not be possible, however, to couch some of them in the form of rig-
orously testable statements until a great deal more spadework has
been done to refine concepts, justify classifications, and contrive meas-
uring techniques.

There is a certain amount of controversy in psychological circles
about the necessity of theory. But no better corroboration than the
present state of the literature on exploratory behavior could be found
for a moderate position, according to which much valuable informa-
tion can be accumulated by more or less haphazardly trying out one
promising-looking variable after another, but a point of diminishing
returns and needlessly inconclusive effort is soon reached unless spe-
cific questions, arising out of attempts at theory, are on hand to take
over the helm.

In what follows we shall be echoing and piecing together a number
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of ideas that more and more writers are beginning to voice in different
forms and terms. That several students of an area of science simul-
taneously find themselves drawn toward certain hypotheses is, of
course, no proof at all that the hypotheses are correct. But it indicates
that the hypotheses are timely, that the data force them on our con-
sideration at this juncture, and that they should be worked out in further
detail and thoroughly assayed before progress toward more definitive
theories can be made.

The proposition that all behavior is motivated is, many psychologists
feel, amply substantiated and generally accepted. It is commonly
taken to mean that every piece of behavior can be traced to a par-
ticular drive or combination of drives. The fact that much exploratory
behavior occurs in the absence of "organic" drives, such as hunger,
thirst, sexual appetite, or pain, has seemed to some writers to justify
the conclusion that the existence of special exploratory or manipu-
latory drives must be recognized. But the advocacy of this conclusion
has not always been accompanied by a clear statement of the implica-
tions that it is meant to bear.

Other writers have tended toward the opposite extreme, asserting
that experimental findings on exploratory behavior have completely
discredited current theories of motivation, especially those based on
the concepts of drive and drive reduction.

It is true that this type of theory has often been coupled with a
picture of the animal organism as a being whose whole behavior is
ultimately a collection of devices for keeping stimulation down to
a minimum (Freud 1915, Miller and Dollard 1941). It is a picture
that has been severely battered by the growing body of knowledge
about exploration. Even without formal experiments, anybody who
has had to spend half an hour with an unamused child must have
had his faith in the proposition that animal life has torpor as its
principal goal rudely shaken. The abandonment of the postulate that
all behavior is aimed at escape from stimulation would replace the
would-be sluggard of an animal, wanting nothing so much as to be
left undisturbed, with a fidgety busybody, filled with a craving for
entertainment and an eagerness to see what is going on.

The substance of a scientific theory, however, lies not in its graphic
content but in its cold, fleshless, abstract structure. How far theories
that discourse of drives and drive reduction can accommodate the
newly recognized phenomena of stimulus selection cannot be judged
by how far these phenomena fit the pictures associated with the
theories. The shattering of a picture may accompany a comparatively
minor change in the wording of a postulate. Nor is the fact that these
theories, as they now stand, fail to predict the facts about stimulus
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selection a sufficient reason for rejecting them out of hand. A failure
to predict all the facts that will ever be known is a common short-
coming of scientific theories. We can decide which is the most ad-
visable strategy at the present stage of inquiry—whether to add to
the postulates of an existing theory, to modify them, or to discard
them altogether and start completely afresh—only after methodically
examining concepts and assumptions with the new facts in view.

THE CONCEPT OF DRIVE

The concept of drive, which dominates contemporary discussions
of motivation, resolves itself into three logically distinct concepts.
We may distinguish them as drive!, drive2, and drive3.

Drivei. There is first the notion of drive as a condition that affects
the level of activity. It is customary to speak of the "energizing effect
of drive" in this connection. Its most celebrated expression is found
in Hull's (1943) postulate that the strength (reaction potential) of
any response that is aroused will increase with the total amount of
drive that is present, from whatever sources.

The actual manifestations of high drivei will depend on whether
an animal is receiving some stimulus that brings out one clear-cut
dominant response or whether it is in a situation that is not capable
of canalizing behavior. This latter condition will obtain when dis-
comfort strikes a newborn infant (except in the few cases that can
be disposed of by a specific innate reflex), when an animal finds
itself in a novel environment lacking stimuli that can release in-
stinctive behavior sequences or habits, when an animal is in a re-
stricted environment (e.g., an empty box or a prison cell) where
instinctive or habitual response patterns are thwarted, or when an
animal is asleep. In such circumstances, high drive! will be reflected
in a diffuse, more or less random restlessness (Richter 1922, Wada
1922). This effect seems to be especially pronounced when some
stimulus like illumination is introduced, so there has been some con-
troversy over whether drivei is reflected by a level of activity or a
level of reactivity (Campbell and Sheffield 1953, Hall 1956).

In situations containing a releaser for instinctive consummatory re-
sponses or a cue that causes one learned response sequence to pre-
dominate, high drivei will manifest itself through the intensification
of the prepotent response. Hull's postulate implies that the strength
of any response that is aroused will be multiplied by a factor represent-
ing drive strength. The difference in strength between the prepotent
response and its competitors (its net reaction potential) will there-
fore be multiplied by the same factor; an increase in drive! will
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thus mean an increase in the vigor, persistence, or reliability with
which that response is elicited.

The close resemblance between the manifestations of drivei and
those of arousal will hardly have escaped the reader. High drive,
and high arousal are both associated with restlessness, heightened
reactivity of the skeletal musculature, and general agitation. There
appears to be an inverted U-shaped relation between arousal and
efficiency, as we saw in Chapter 3. Likewise, there are several experi-
ments to show that maximum efficiency of learning and performance
occurs with moderately high drive and that overmotivation causes a
deterioration.

The activation of the descending facilitatory reticular system is
known to intensify specific reflex responses and may well affect learned
responses likewise. Indexes of heightened arousal in the form of
rarer alpha activity, reduced amplitude of alpha waves when present,
and lowered skin resistance have been shown to accompany at least
one organic drive condition, namely lack of sleep (Armington and
Mitnick 1959, Malmo 1958). Heart rate, another index of arousal,
increases with hours of water deprivation (Belanger and Feldman,
cited by Malmo 1959). Three other prominent drive conditions—excess
of carbon dioxide, hunger, and sexual receptivity—modify the chem-
istry of the blood in ways that sensitize the reticular formation (Dell
1958), and the responsiveness of the reticular formation to adrenaline
and noradrenaline, hormones whose secretion has much to do with
fear and anger (Funkenstein 1956), has been clearly demonstrated
(Dell 1956).

So it will require no great temerity to regard drivei and arousal
as intimately related. Nor will it require great originality, as several
writers have been drawn toward the same step (e.g., Hebb 1955,
Lindsley 1957a, Morgan 1957, Malmo 1958).

Sometimes, as when an animal is beset by fear or pain (see Sheffield
1948, Brown and Jacobs 1949), the prepotent response consists of
ceasing to move; so an increase in drivei can then be expected to
engender a lowering of activity. It may be worth remembering, in
this connection, that the RAS contains inhibitory as well as facilitatory
descending portions. Increasing the performance level (net reaction
potential) of the dominant response will, however, usually mean
increasing the level of motor activity.

Drive2. The second notion represents drive as an internal condition
that makes certain overt responses more likely than others. It differs
from drivei in its selectivity. Drivei is thought of as a factor that
indiscriminately strengthens all response tendencies that happen to
be aroused; drive2 strengthens "relevant" response tendencies, i.e.,

166



those which are biologically useful in the conditions characterizing
the arousal of a drive2 state, at the expense of others.

Normally, a drive2 will produce the specific beha\dor corresponding
to it only in the presence of appropriate releasers or cues. An excep-
tionally high level of drive2 will, however, widen the range of external
stimuli that will serve, so that an animal will eat, for example, or will
make sexual advances to, all sorts of unsuitable objects. When drive2

climbs to really extreme intensity, the behavior corresponding to it
may burst forth independently of external stimuli, becoming what
ethologists call "vacuum activity" or "explosion activity" (Tinbergen
1951).

Drive%. The third notion identifies drive as a condition whose
termination or alleviation is rewarding, i.e., promotes the learning of
an instrumental response.

This notion covers the states that earlier psychologists used to call
"aversions" (as distinct from "appetites"), i.e., states in which the
organism is motivated to escape from something. They would also
include Skinner's (1953) "aversive condition," as well as the Tricb
(inexactly translated as "instinct") of Freud's (1915) middle period.

The influential brand of behavior theory sponsored by Hull (1943,
1952), and advocated with particular vigor by Dollard and Miller
(1950), holds that all learning depends on the action of rewards and
that all rewards are instances of drive3 reduction. We shall pro-
visionally assume a more noncommittal position.

We shall accept the statement that the learning of at least some
responses is affected by events that follow their performance. This
statement is amply established by a vast body of data on learning in
the Skinner box and in other situations, whereas a case has been
building up for the view that some learning, notably classical or
Pavlovian conditioning, depends solely on events preceding or ac-
companying the performance of the response. Secondly, we shall
agree that at least some rewards can legitimately be described as
forms of drive3 reduction. This means that their reward value proceeds
from the attenuation of a condition of the organism that can be
measured or detected in some independent way.

Events that satisfy this criterion must necessarily be ones that are
not invariably rewarding. There must be times when the drive3

that they are capable of reducing has a zero value and so cannot be
reduced further. This fact makes it possible to regard a "drive for x"
as a condition in which x is rewarding. For example, the presence
of food will not reinforce responses in a glutted animal, and it seems
that the reward value of an opportunity to eat increases with hours
of deprivation (Lewis and Cotton 1957).
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Furthermore, it must follow that any rewarding events that satisfy
the criterion for drive3 reduction must eventually lose their efficacy
if they are repeated indefinitely without replenishment of the drive.
If the drive is one that builds up with deprivation—hunger, thirst,
sexual deprivation, or many others that ethologists have identified in
submammalian classes—the rewarding event may have an unvarying
potency, provided that its repetitions are separated by long enough
intervals. But a reward that does not pall with massed repetition,
if such there be, can be justifiably regarded as drive3-reducing only
if something happens between one occurrence of the rewarding event
and the next to replenish the drive.

The Identification of Driveu Drives, and Drive^

One of the working assumptions of S-R reinforcement theory, as
developed especially by Hull (1943, 1952) and his associates, has
been that drivei, drive2, and drive3 can be identified—that conditions
in which general activity is increased are also conditions that make
certain unlearned responses more likely than others, or else furnish
internal conditioned stimuli for learned responses, and are conditions
whose relief will be rewarding.

This is a bold assumption of the sort that is justified in the early
stages of an inquiry, and it has been responsible for many valuable
experiments. But it cannot be claimed that the assumption has been
verified, even in the case of all recognized sources of drive. It is
difficult to verify. For one thing, the indexes by which we can judge
the strength of drivei, drive2, and drive3 (namely, the level of activity,
the strength of prepotent responses, and the degree to which learned
responses are reinforced) are all potently affected by variables other
than those which are recognized as determinants of drive. Miller
(1955, 1956) has shown that attempts to measure the same drive
through different operations do not always yield comparable results.
The position is, in fact, analogous to that confronting the tester of
intelligence. The outcome of any test imposed on a subject must
depend not only on the factor of general intelligence—if it exists
—but on factors specific to the task, or even specific to the occasion
on which the task is performed. Thus, only the collation of results
yielded by a large collection of tasks can provide a trustworthy
estimate of intelligence. A similar approach is indicated for the
estimation of drive level or, for that matter, arousal.

The identification of the three notions of drive has important impli-
cations regarding the nature of reward. It involves the hypothesis that
agents that reduce drive3 are also agents that reduce drive! and drive2.

To take up first the relation between reward and drivei, it is clear
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that the attainment of the rewards that have been most closely studied
—food, copulation, escape from pain, etc.—is generally followed by
a marked decline in activity and in other outward signs of arousal.

Turning to the relation between reward and drive2, we have al-
ready recognized that a reward can properly be categorized as drive3

reduction only if there is an independent way of showing that some
internal condition is being weakened. Relevant instrumental and
consummatory responses more often than not supply the most con-
venient measures not only for drive2 but also for drive3. Their charac-
teristic decline with repeated elicitation supplies evidence that a
variable qualifying as a drive in both senses is being reduced. For
example, we are entitled to conclude that the introduction of food
directly into a rat's stomach through a fistula reduces hunger (drive2

and drive3) on the grounds that it makes the animal less inclined to
eat (Berkun, Kessen, and Miller 1952) and is able to reinforce a
turning response (Miller and Kessen 1952).

There are, however, plenty of instances in which rewards do not
follow these patterns—even among rewards that lose their efficacy
when an organism becomes surfeited with them. One might, of course,
point to the unmistakable reward value that exploratory behavior,
exercise, and play often possess to illustrate how the enjoyment of
rewarding events may accompany a rise in general activity (arousal?
drivel). In other cases the receipt of a reward may, at least tempo-
rarily, increase the vigor of instrumental and consummatory activity
(drive2?). Proverbial wisdom intimates that Vappetit vient en mangeant
(see Flugel 1948), a process to which Hebb (1949) refers, somewhat
more prosaically, as the "salted-nut phenomenon." A rat runs more
speedily to a goal box that contains water if it drinks a few drops
immediately before the trial, although the response is slowed down
if it drinks appreciable quantities (Bruce 1938). Incomplete sexual
activity, interrupted while still in the phase of rising intensity, will
reinforce a maze habit in the rat (Sheffield, Wulff, and Backer 1951),

We must, however, be cautious about the conclusions that we,
derive from such facts, especially regarding the role of arousal. It is
true that an increase in arousal seems generally to mean an increase
in overt activity, but the reverse need not necessarily hold. As we
shall see later, there are reasons for suspecting that overt activity
may help to keep arousal lower than it would be otherwise. There
can be a "cat-on-hot-bricks" process: arousal remains relatively low
while a certain response is being performed and rises as soon as the
response ceases.

This may be coupled with a "vicious-circle" process: the stimuli issu-
ing from each successive experience of the reward tend, innately or
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through conditioning (see Reid 1958), to move the intensity of ensu-
ing arousal, instrumental behavior, or consummatory behavior up a
notch, outweighing the effects of drive reduction. Something of this
sort appears to happen over long periods with drug addictions: the
picture is one of a craving that mounts progressively with continued
indulgence, and yet each dose of the drug paradoxically relieves the
craving. A similar mechanism acting over a much shorter period may
account for the peculiar properties of salted nuts and their erotic
counterparts.

That arousal may be closely linked with drive2 and drives is sug-
gested by the close link that evidently exists between arousal and
drivei. There are, no doubt, states of high arousal, taking the form of
general excitement and emotional tension, in which activity is dis-
organized and diffuse, so that the selective strengthening of one line
of behavior that characterizes a drive2 is lacking. On the other hand,
we have seen that the RAS has the power not only to raise over-all
sensory keenness but to give some sensory processes priority by block-
ing others. It is also known that the RAS can exert both facilitatory
and inhibitory influences on motor centers; the possibility that it may
help to promote certain behavior patterns at the expense of others
cannot, therefore, be excluded.

Apart from this, high arousal will generally be accompanied by
physiological processes and external stimuli that vary with the
conditions that precipitated the rise in arousal. These will make
certain overt responses predominate over others.

As for drive3, we shall adopt the hypothesis that decreases in
arousal are rewarding. This seems, at first sight, to be irreconcilable
with facts of which we have been constantly reminded in earlier
chapters, namely that human beings and higher animals spend most
of their time in a state of relatively high arousal and that they often
expose themselves to arousing stimulus situations with great eager-
ness. However, as our discussion of the working of arousal proceeds,
we shall endeavor to show that the hypothesis is compatible with
these and other facts. Our first step is to consider factors that determine
the level of arousal.

DETERMINANTS OF AROUSAL

Systematic searches for properties determining the degree to which
stimuli generate arousal would ideally either register events in the
RAS directly or use several of the recognized indexes of arousal
simultaneously. Studies of this kind have been confined to a few prob-
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lems, so that again we shall have to rely on patchy evidence, in many
cases concerned with single phenomena that have been linked with
arousal—EEG changes, GSR and other vegetative processes, muscular
tensions, general motor activity, and the outward signs of emotional
turmoil. Moreover, some determinants are suggested by common ex-
perience and remain to be tested experimentally.

There are certainly risks attached to this kind of evidence, since
these several indexes may be subject to influences other than the level
of arousal. One thing that will be impressive, however, is the way in
which we shall be encountering once again the variables that we
have repeatedly come across as determinants of the various kinds
of exploratory behavior. Their involvement with arousal supports
our contention that arousal underlies exploration.

For convenience, we present the relevant variables under three
headings.

1. Intensive Variables. We have seen that collaterals from sensory
tracts converge on the RAS in such a way as to destroy information
about the location and quality of the stimulus. This information is,
apparently, largely lost in the lower or brain-stem parts of
the system but partially preserved in the upper or thalamic parts.
But such an arrangement would certainly be expected to perpetuate
information about the intensity of stimulation, reflected in the fre-
quency of nerve impulses and the number of fibers activated.

Russian investigators have regularly found that the intensity of
various manifestations of the orientation reaction increases with the
intensity of the stimulus. For example, the vascular component varies
directly wTith the strength of auditory stimuli, except that it is more
pronounced with stimuli near the absolute threshold than with some-
what stronger stimuli (Vinogradova and Sokolov 1955). The prompt-
ness with which alpha waves are suppressed increases with the in-
tensity of visual stimuli (Sokolov 1958). The amplitude of the GSR
increases with the intensity of visual stimulation, the amplitudes of
the GSR and of finger-volume contraction increase with the intensity
of electrocutaneous stimulation, and the amplitudes of the GSR, of
finger-volume contraction, of breathing, and of muscular action po-
tentials increase with the intensity of auditory stimulation (Davis
1930, Hovland and Riesen 1940, Davis, Buchwald, and Frankmann
1955, A. K. Popov 1958). Rats are more restless in light than in darkness
(Campbell and Sheffield 1953), and their restlessness increases when
illumination is intensified (Lubow and Tighe 1957). However, none
of these studies isolates the effect of the intensity following the intro-
duction of the stimulus from that of the difference between the
intensities preceding and following the change.
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Size seems commonly to act as an equivalent of intensity. Increasing
the extensity of a patch of light is often tantamount to increasing
luminosity, i.e., as far as absolute thresholds are concerned. Either
way, one increases the total flux of energy that impinges on the
retina. Alternatively, one may think of the larger patch as a source
of stimulation for a greater number of receptor units, facilitating
spatial summation, while the intenser patch induces a higher rate of
firing in fewer units, facilitating temporal summation. The effects of
large but variegated stimulus objects which do not produce homo-
geneous stimulation in neighboring receptors—objects such as a large
animal or a large building—cannot be explained in the same way.
But there is probably a high correlation between size and biological
importance. And if we assume, as so many writers have in one form
or another (e.g., Freud 1905a, Lipps 1903, Piaget 1945, Werner and
Wapner 1952), that we respond to perceived objects with some sort
of empathetic or imitative reaction, involving both the nervous system
and the musculature, then we can assume that this reaction and
the response-produced stimulation resulting from it will be intenser
with larger objects, making for higher arousal.

Chromatic colors seem to be more arousing than nonchromatic
colors, possibly because grays, browns, and blacks are more likely to
be found in relatively unimportant, unvarying background objects. And
among the chromatic colors, the emotional impact of the warm hues
toward the red end of the spectrum generally outweighs that of
colder hues at the other end. This phenomenon has never been
completely explained, but one can point out that green and blue are
likely to predominate in natural environments of aquatic animals and
of terrestrial animals living among vegetation under the open sky. The
warm colors, rarer and more concentrated, will more likely represent
something that requires action. Fire is an obvious example.

For human beings, high-pitched sounds seem to be more exciting
than low-pitched sounds, all other things equal. There is perhaps a
reversal when the uppermost register is reached, although special
stresses are induced by squeaks and whistles that approach the higher
threshold for pitch. In experiments by Zagorul'ko and Sollertinskaia
(1958), using tones of between 20 and 5000 cps, the amplitude of the
orientation reaction (measured by cardiac, respiratory, muscular, and
EEG changes) was greatest at 800 cps in pigeons and at 500 cps in
dogs. It may be relevant that the frequency of impulses in the auditory
nerve increases with the frequency of the stimulating sound waves up
to 2000 or more cps, making pitch resemble intensity in at least one
aspect of the nervous system's response. Differences in arousal value
between timbres, e.g., between the strident tones of brass instruments
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and the soothing tones of wood winds, have long been recognized and
exploited by musicians.

We can expect that stimuli belonging to different sensory modes
will vary in their power over the arousal system. Painful stimuli
produce the most widespread and intense cortical arousal patterns
in anesthetized cats and monkeys, followed by proprioceptive, audi-
tory, and visual stimuli, in that order (Bernhaut, Gellhorn, and Ras-
mussen 1953). In an experiment with human infants, the orientation
reaction (indicated by an interruption of sucking) was most reliably
evoked by auditory stimuli, followed by visual, vibratory, olfactory,
tactile, and thermal stimuli (Bronshtein, Itina, Kamenetskaia, and
Sytova 1958). In another experiment (Petelina 1958), the respiratory
and heart-rate indexes of the orientation reaction in young dogs were
found to be more pronounced and more resistant to extinction with
auditory than with visual stimuli and with visual than with vestibular
stimuli (resulting from rotation).

Since the relative importance of the different sensory modes varies
widely from species to species, it is only natural that comparative
studies should reveal contrasts. In fact, we find that olfactory stimu-
lation induces orienting movements of the head in the newborn pup
from the first day of life—long before other forms of stimulation
have this power—which contrasts with the human infant's relative in-
difference to odor (Nikitina and Novikova 1958). Orienting activity
in the carp (intensification of swimming movements) and in the
pigeon (head turning and the hiding reaction) is called forth more
strongly by visual than by auditory stimuli (Vedaev and Karmanova
1958).

2. Affective Variables. We have already discussed the relations be-
tween drive and arousal, and (see Chapter 3) the striking overlap
between the vegetative and motor processes that have recently been
identified as manifestations of the orientation reaction and those which
have long been counted among the concomitants of emotion.

Alpha waves commonly disappear from the EEG tracing when a
subject is exposed to fear-inducing conditions, e.g., when he is ap-
prehensive about the unfamiliar EEG-recording procedure or when
he imagines himself in some terrifying predicament (Loomis, Harvey,
and Hobart 1936, D. B. Lindsley 1951). Patients suffering from
chronic anxiety states tend to have flat and relatively alpha-free EEG
patterns (Cohn 1946, Lindsley 1951) and to show greater irregularity
in breathing, heart rate, neck-muscle activity, and finger-muscle ac-
tivity than normal persons when they are subjected to stressful situ-
ations, e.g., a painful stimulus or a difficult size-discrimination test
(Malmo 1957).
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These studies, like most of the work that psychologists have done
on emotion, concentrate on the unpleasant forms of emotion. We
shall venture the hypothesis that pleasant emotional excitement and
rewarding stimuli also heighten arousal, although probably less sharply
than states of distress and punishing stimuli. There is one piece of
confirmation for this hypothesis in the observation, made by Yoshii
and Tsukiyama (1952), that the EEG waves of the rat take on a
higher frequency when the rat, placed in a maze, approaches a goal
box containing food.

The hypothesis implies that rewarding conditions, if sufficiently
intensified, will provoke high arousal and thus be distressing. This
may seem paradoxical and implausible at first sight, but we may recall
that human beings who find themselves glutted with unanticipated
good news frequently weep and evince extreme agitation. The fact
that their behavior in such circumstances may be indistinguishable
from behavior appropriate to misfortune is a standard source of
comedy on the stage. We may also mention the overstimulation
syndrome in young children. It is remarkable how often a day out
or a birthday party, intended to provide an unbroken string of pleas-
ures, will end with a bout of crying and bad temper.

3. Collative Variables. A direct demonstration that the intensity with
which a stimulus produces arousal increases with its novelty is fur-
nished by Sharpless and Jasper (1956). They inserted needle elec-
trodes into the brain stems of cats. Loud sounds, lasting about three
seconds, were presented at intervals of a few minutes while the cats
were asleep. At first each stimulus evoked a burst of irregular high-
frequency waves, resembling those that denote high activation in
EEG tracings, with durations of up to three minutes or more. With
succeeding stimulations, the arousal reactions tended to become shorter
and shorter until, by about the thirtieth trial, they failed to appear
at all. On the following day, the arousal reaction reappeared, but
habituation was more rapid, showing that long-term novelty plays
a part. However, a few days' rest abolished all signs of previous
experience with the stimuli.

Habituation was highly specific to the stimulus. When the reaction
to a tone of one pitch was habituated, other pitches would still
provoke arousal. Similarly, habituation to a falling tone was not trans-
ferred to a rising tone except when lesions were made in the upper
portions of the RAS. Removal of the auditory cortex did not destroy
the specificity of habituation to a particular pitch, but it eliminated
the ability to distinguish between rising and falling tones.

It is only to be expected that fine distinctions between patterns
will require the specialized capacities of the cortex, whereas grosser
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discriminations may be accomplished by subcortical structures in
lower mammals. It is worth noting, especially in view of our later
discussions of the role of the cortex in the habituation of arousal, that
Sharpless and Jasper did not remove the whole cortex.

The thalamic arousal reaction turned out to be more resistant to
habituation than the mesencephalic arousal reaction, which harmo-
nizes with Sokolov's remarks on the greater persistence of localized,
as compared with generalized, orientation reactions.

Both transient and longer-lasting habituation—effects varying with
short-term and long-term novelty—have also been observed in two
of the most sensitive indexes of arousal, EEG alpha-wave blocking
and GSR. N. A. Popov (1953) presented brief tones to waking human
subjects. Alpha suppression appeared initially in response to a tone,
but it ceased to appear after several repetitions of the tone in close
succession. It reemerged after a day's delay but took less and less
time to habituate on successive days. Likewise, when Wilson and
Wilson (1959) presented repetitive flashes of light, they found the
duration of the alpha suppression provoked by each flash to decline
steeply over the first thirty seconds and to remain fairly constant for
up to thirty minutes thereafter. A twenty-minute rest after five minutes
of stimulation caused the duration to rise again, but not to reach its
original value.

Seward and Seward (1934), applying five electric shocks at one-
minute intervals to human subjects, found the resulting GSR to fall
off from trial to trial within days and also over days. It is a general
finding (see Woodworth 1938) that words which produce marked
GSR changes because of some emotional significance lose this prop-
erty when repeated.

The orientation reaction is, it will be remembered (Chapter 4),
brought on by the onset, offset, or modification of any stimulus. We
may anticipate that the degree of change (i.e., the degree of dis-
similarity between what is present at the beginning and end of the
change) and the suddenness of change (i.e., the speed with which
the change is effected) will affect the amplitude of the reaction,
although experiments in which these variables are systematically
tested are lacking. Melzack (1952) found that harmless novel objects
with moving parts would elicit outward signs of fear (crouching, turn-
ing away) in the dog.

There are, on the other hand, a great many experiments illustrat-
ing the importance of surprisingness. Two are reported by Sokolov
(1957b). In one of them, subjects were instructed to forbear from
blinking in response to a combination of a sound and an air puff. They
succeeded in doing so, but both blinking and the orientation reaction
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were restored (disinhibited) when the sound was unexpectedly
presented alone. In the second experiment, a loud and a faint sound
were repeated in combination until the orientation reaction disap-
peared. It returned when the loud sound was heard alone.

Desai (1939) found that surprise, created in a variety of ways
(e.g., by presenting subjects with pictures of animals immediately
after they had seen eight cards bearing numbers and had been in-
structed to press a key on recognizing each stimulus pattern, or by
suddenly turning on a light while subjects were engaged in tapping),
would induce a GSR and an arrest of ongoing movements.

The orientation reaction is especially apt to appear in conditioning
experiments whenever experimental arrangements that have persisted
for a number of trials are unexpectedly altered. For example, the
vascular component appears in human subjects when a sound that
has regularly been followed by electric shock is presented without
the shock, or when positive and negative differential stimuli have
previously been presented in one order and the order is then changed
(Vinogradova 1958). Yoshii and Tsukiyama (1952) found that with-
drawing food from the goal box of a maze produced fast EEG waves
in rats, although lower frequencies made an appearance as extinction
of the running habit proceeded. Unfortunately, in this latter experi-
ment it is impossible to distinguish the contribution of frustration
from that of surprise.

That incongruous stimulus patterns are apt to disrupt behavior and
to occasion dramatic emotional outbursts has been demonstrated by
Hebb (1946, 1949). He was able to provoke what he describes as
"paroxysms of terror" in chimpanzees simply by letting them see an
anesthetized chimpanzee, a skull, a clay model of an isolated chim-
panzee head, a human attendant wearing the coat usually worn by
another attendant, and so on.

Perhaps the most enlightening data of all on this point come from
the protocols provided by Charlotte Biihler's group from their
studies of human infants. Biihler, Hetzer, and Mabel (1928) observed
more negative reactions (i.e., reactions indicative of displeasure or
fear) to partially strange stimulus patterns (e.g., a distorted voice
coming from a familiar face, a mask over the face of a familiar person
speaking with a normal voice) than to completely strange patterns
(e.g., the unusual voice or the mask alone).

We may also cite Haslerud's (1938) experiment on avoidance re-
actions in chimpanzees. He introduced novel objects into the visual
field while the subjects were eating, finding that stationary objects
provoked a greater percentage of avoidance reactions, and longer-
lasting signs of caution, in fully grown than in immature individuals.
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This seems to imply that the possession of a body of experience with
which a novel object is discrepant, a body of experience that the
young would not have had time to acquire, augments the alarming
properties of novelty. Likewise, Biihler (1931) notes that negative
reactions to strangeness in human infants increase with age up to
eight months, showing that the disturbance is not at a maximum at the
time when all stimuli are novel.

Experiments clarifying the relations between arousal and conflict
pure and simple are scanty. Lowell (1952) subjected rats to an ap-
proach-approach conflict by placing them on a platform from which
two elevated runways led in opposite directions and simultaneously
presenting a light which had previously been associated with food
at the end of each runway. This elicited faster running than a situ-
ation in which the animals were attracted predominantly in one
direction by a single light.

Polezhaev (1958, 1959a) trained dogs to raise a paw in response
to the sound of a metronome as a means of avoiding electric shock.
The appearance of a piece of meat while the metronome was ticking
evoked an exceptionally prominent orientation reaction, evidenced by
quicker and deeper breathing and by EEG desynchronization, as well
as by active looking and listening. This is attributed by Polezhaev to
conflict between antagonistic alimentary and defensive responses,
and he mentions that other pairs of stimuli associated with incom-
patible activities had the same effect.

There is, however, a need for some control to exclude the possibility
that surprise alone was the responsible factor. This difficulty arises
in all experiments in which the effects of conflict are sounded by un-
expectedly applying a combination of stimuli, associated with incom-
patible responses, that have hitherto been applied separately. It must
be shown that the difference between the conflictful and noncon-
flictful situations persists after the former have been repeated often
enough to lose their surprisingness.

An experiment by Lanier (1941a) did not have this particular draw-
back. He had his subjects classify each word in a list as "pleasant," "un-
pleasant," "indifferent," or "mixed," and he simultaneously recorded
GSRs. The "mixed" words had both pleasant and unpleasant aspects;
so Lanier concluded that they will have involved "affective conflict."
It turned out that the "mixed" words evoked more intense GSRs than
those of the other categories. They also took longer to categorize.

We saw in Chapter 4 how the various accompaniments of the
orientation reaction become singularly resistant to extinction in the
presence of positive or negative differential stimuli. We also saw that
they may continue more or less indefinitely if the difference between
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the positive and negative stimuli is a fine one. Similarly, the orientation
reaction is particularly strong when stimuli are weak enough to be
near the absolute threshold. The vascular component is more intense
and persistent with barely audible sounds than with sounds that are
a little louder (Vinogradova and Sokolov 1955), and barely visible
light blocks alpha rhythms more persistently than light of higher
intensities (Mikhalevskaia 1957). These effects are presumably due
to conflict between excitation and inhibition, resulting from the
resemblance between, and consequent generalization from, the condi-
tions that call for a response (supraliminal stimulus or positive differ-
ential stimulus) and those that call for the response to be withheld
(absence of stimulus or presence of negative differential stimulus).
After all, difficult discriminations form one of the best-known means
of creating experimental neuroses in animals.

There is, however, one experiment whose results do not fit in too
well with our postulated relation between conflict and arousal. Yoshii
and Tsukiyama (1952) found that, as a rat ran through a maze, its
low-frequency background EEG waves increased in amplitude from
the starting box until just after the choice point and then gave way
to faster waves. If we assume that the stimuli coming from the choice
point must have induced conflict since they were associated with
two incompatible turning responses, this is not what we should expect.
It is, however, impossible with present knowledge to tell what factors
are at work in this situation. The rats were fed whichever way they
turned so that any conflict must have been of a mild approach-
approach type. Other studies (cf. N. E. Miller 1944) point to a
steady increase in drive as a rat comes nearer and nearer to a location
where he has regularly been fed.

Milerian's (1955) discovery that melodies would provoke more
prolonged alpha blockings than simple tones—at least if subjects
said they were interested—may be offered as evidence for a con-
nection between arousal and complexity.

Other experiments seem relevant to uncertainty. Smith, Malmo,
and Shagass (1954) had subjects listen to a recording of an article
which was deliberately made hard to hear in spots. There was an
initial increase in the tension of muscles in the arm (measured with
the electromyograph), but it subsequently dropped. Wallerstein (1954)
obtained a similar result with subjects who listened to the reading
of a philosophical essay: there was a rise in muscular tension followed
by a fall after the first few minutes. Persons with no specialized
knowledge of philosophy would presumably not have much un-
certainty about what would come next, once they had ascertained
"what sort of stuff" it was. All subsequent patterns of sound likely to
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ensue would be equivalent for them. Bartoshuk (1958) found that
increases in forehead-muscle tension were correlated with lowness
of EEG amplitude (indicative of high arousal) during the first hearing
of a story, but not during the second or third hearing. But EMG
gradients, like other indexes, are likely to depend on other factors
besides arousal.

We shall henceforth refer to all these properties of incoming stimuli
with power to affect arousal as arousal potential.

INTERACTION BETWEEN THE RAS AND THE CEREBRAL CORTEX

As our inquiry into the relations between arousal and exploratory
behavior proceeds, it will be helpful to bear in mind the constant
and far-reaching interactions between the RAS and the cerebral
cortex that research is bringing to light. It is by now well established,
thanks to a number of anatomical and physiological studies, that
there are fibers transmitting impulses downward from the cortex to
the RAS, as well as ascending fibers by which the influence of the RAS
is brought to bear on the cortex.

Various experimenters have made it clear that the stimulation of
virtually any point of the neocortex can produce activation of the
RAS (see Bremer 1954). If the RAS receives stimulation simultane-
ously from sensory pathways and from the cortex, the outcome may
be facilitation or interference, according to the pathways brought
into play (Hernandez-Peon and Hagbarth 1955). It is only natural
to conclude that influences from the cortex play a part whenever the
arousal value of a stimulus pattern depends on (1) subtle differences
whose detection must require the highly developed analytical powers
of the cortex, or (2) meaning based on learned associations. This
conclusion receives some support from Bremer's observations that a
meaningful auditory pattern—a human voice calling—would normally
wake up a sleeping cat and change the EEG tracing to one charac-
teristic of activation. It would not produce this effect, however, in a
cat whose auditory cortex had been removed, although a tactual
stimulus would still do so.

The inhibitory influences that the cortex exerts on the RAS promise,
however, to be even more important for our present preoccupations
than the facilitatory influences.

It was observed quite early in Pavlov's laboratory (and it has been
regularly confirmed ever since) that when the cortex has been re-
moved, it is difficult, if not impossible, to extinguish orienting responses
and the various accompaniments of the orientation reaction by
repeatedly presenting a stimulus. Orienting responses are also ab-
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normally resistant to extinction and abnormally quick to recover from
extinction in individuals with defective cortical functioning, e.g., in
premature and hydrocephalic infants (Bronshtein, Itina, Kamenetskaia,
and Sytova 1958), in some patients with brain injuries and neuroses
(Briullova 1958), and in some psychotics (Traugott, Balonov, Kauf-
man, and Lichko 1958).

The most obvious implication of these facts—that the extinction and,
generally, the inhibition of the orientation reaction depend on the
activity of the cortex—is corroborated by a number of other experi-
ments. In one carried out by Vinogradova and Sokolov (1955),
repetition of a tone led first to a weakening of the vascular component
of the orientation reaction and then to its resurgence with shortened
latency and heightened intensity when the subjects had reached
a somnolent state. Even more revealing is an experiment (Roger,
Voronin, and Sokolov 1958) on the effects of combining a flash of
light with proprioceptive stimulation, produced through passive move-
ments of the arm. Prolonged repetition of the combination of stimuli
led to the extinction of the GSR and to the appearance in the EEG
record of slow, high-amplitude waves, indicative of drowsiness
or sleep. But continued proprioceptive stimulation later came to
provoke a renewal of the GSR and a return of faster waves, in the
alpha and beta range, to the cortex. In other words, the monotonous
stimulation first put the subjects to sleep and then woke them up!
Or more precisely, the repetition of the stimuli led first to extinction
of the orientation reaction and later to cortical inactivation which, in
its turn, meant the withdrawal of inhibitory influences from the cortex
and consequent reactivation of the RAS.

As we saw in Chapters 3 and 4, EEG activation and vegetative
changes dependent on the sympathetic nervous system generally
occur together in the stimulated organism. When, however, human
subjects are awake but resting without stimulation, heart rate and
palmar conductance are negatively correlated with the indexes of
cortical activation (high EEG frequency and low EEG amplitude),
which again seems to imply that the cortex and the subcortical struc-
tures concerned in arousal can interact antagonistically (Darrow,
Pathman, and Kronenberg 1946).

The susceptibility of the RAS to inhibition of cortical origin has been
demonstrated more directly by Hugelin and Bonvallet (1957a, 1957b,
1957c, 1958). Their experiments were performed on cats with tran-
sections at the junction between the brain and the spinal cord (i.e.,
encephale isoM preparations). The object was to study the effects of
RAS stimulation on a monosynaptic myotatic reflex involving con-
traction of the jaw muscles. The afferent nerve subserving the reflex
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was stimulated every 1.5 seconds while the RAS was under continuous
stimulation, and the discharge in the motor nerve was recorded.

The result of reticular stimulation was a sharp increase in the
magnitude of the motor discharge. This was followed after a few
seconds by a return to the original magnitude or less, even though the
RAS continued to undergo stimulation. That the curtailment of the
motor facilitation was the work of the cortex is shown by the fact
that the facilitation persisted in animals that were decorticated, that
had the cortex frozen, or that were injected with chloralose (which in-
activates the cortex).

A particularly instructive finding was that the phase of facilitation
did not occur at all, and the reflex remained unaffected, when the RAS
was subjected to a stimulation whose intensity gradually rose from
zero, instead of to a stimulation whose full force was applied from
the start.

The conclusions warranted by this series of experiments are reason-
ably clear. We know that the activation of the RAS sends facilitating
impulses down to motor units and activating impulses up to the cortex.
It seems that the activation of the cortex causes it to send inhibitory
impulses back to the RAS to counteract the influence of whatever has
been acting on the RAS and to restore the original level of arousal.
A sudden, intense activation catches the cortex off its guard, as it were,
and causes equilibrium to be momentarily upset. If, however, the
activation of the RAS is gradual, the cortex has time to adjust its
inhibitory feedback and prevent the process from getting out of hand.

This picture has several interesting implications bearing on matters
that are of concern to us. First of all, it enables us to understand
more satisfactorily the relations between the orientation reaction and
the level of arousal or, in Sokolov's terms, between the phasic and
tonic orientation reactions. The former seems to represent a transient
escape of the arousal system from cortical control, while the latter is
likely to be the result of a progressive adjustment of the equilibrium
between reticular arousal and corticireticular inhibition.

Secondly, we can see why surprise is such a potent factor in raising
arousal. If the cortex has some previous notice of impending arousal
potential, e.g., through the presence of a warning signal, it should be
able to forestall a disturbance of equilibrium by increasing its in-
hibitory influence in anticipation.

Direct evidence that the diminution of arousal depends on inhibitory
processes transmitted from cortex to RAS has been secured by Jouvet
and Michel (1958). These processes are presumably different from
the corticireticular inhibition that we have just been discussing.
When a normal cat is awake, relatively fast waves can be recorded
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simultaneously from its cortex and its RAS, and slow waves appear
in both structures when it goes to sleep. Jouvet found that, although
decorticated cats would alternate between wakefulness and sleep as
judged by muscular tension and relaxation, the RAS continued over
periods of up to ninety days to exhibit fast waves, typical of
fairly high arousal, and never once went over to slower electrical
activity. In cats that retained a portion of the cortex, however small
and wherever located, RAS activity could be depressed.

We may also note that stimulation of certain cortical areas may
persistently inhibit the potentials that are normally evoked in the
RAS by auditory stimuli, while processes in the specific sensory path-
ways remain unaffected (Jouvet, Benoit, and Courjon 1956).

At the cost of some speculation, we can discern one way in which
the orientation reaction might be intensified and prolonged by conflict.
From what we know of the thorough dependence of most complex
neural processes on subtle collaboration, and especially synchroniza-
tion, between incoming impulses, we may deduce that the simultaneous
instigation of conflicting chains of events will result, at least initially,
in blockage, mutual impediment, and, in short, the absence of a
definite response. As we saw in Chapter 3, it looks as if the launching
of one piece of adaptive behavior is generally accompanied by the
inhibition of structures that might bring other response processes
into play. If two response processes are activated simultaneously and
with about equal strength, the most likely outcome is that each of
them will succeed in inhibiting the other so that neither will come
to fruition.

If this stultification of cortical functioning hinders or delays the
processes that are responsible for restraining and ending high arousal,
the RAS will keep the organism mobilized and exceptionally receptive
to incoming information. It will thus stave off the catastrophic paralysis
that would otherwise threaten. The RAS would then be comparable
to a receptionist who puts into effect a routine policy for dealing with
an obstreperous visitor and continues with it until the boss has either
made up his mind on what to do with him or decided he is not
worth worrying about.

AROUSAL TONUS AND ANTICIPATORY AROUSAL

Animal organisms differ from inanimate objects in their ability to
keep a highly intricate structure intact through a diversity of environ-
mental vicissitudes. They owe this ability to their capacity for ad-
justment. They undergo internal changes in correspondence with the
environmental events that impinge on them; these changes, occurring
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principally in the muscular, endocrine, and nervous systems, preserve
or rapidly restore the nicely determined and delicately balanced in-
ternal conditions on which survival depends.

But each act of adjustment is achieved at a cost, which may be
minute in comparison with the threat at which it is directed but telling
in its cumulative effect. The cost comes from at least two sources.
First, there is general wear and tear on bodily equipment which, if
calls for intensive action follow one another without respite, may
form an internal threat to the organism's well-being rivaling any
threat that can originate from without. Everybody is familiar with
the effects of overwork, overexertion, and overstrain. Particular organs
that are unremittingly brought into play, whether they be sense
organs, muscles, or neural units, will suffer fatigue effects, entailing a
temporary decline in efficiency and, in extreme cases, lasting damage.
In addition to localized impairment, there may be the diffuse "general
adaptation syndrome" described by Selye (1946): heightened re-
sistance to a prolonged stress is gained at the expense of greater
susceptibility to other stresses that might come along, and ultimately, if
the "stage of exhaustion" is reached, of abnormal vulnerability to all
stresses with the possibility of psychosomatic ailments and eventu-
ally death.

The second source of cost is the risk that every act of adjustment
entails. There is always the possibility that the response selected at
a given instant will be the wrong one, that it will come too late,
that it will be ineffective, or will even make matters worse.

Arousal Tonus

There are a number of ways in which these two dangers can be
minimized. One of them is to maintain a chronic tonus, a state of
preparedness that anticipates emergencies by keeping in constant
action the processes that must form part of the answer to any threat.
If there is a measure of alertness as a continual background, the
stressful effects of action will be reduced, since it must be less wear-
ing to change moderate exertion into maximum exertion than to leap
to maximum exertion from zero. The risk of failure will also be
lessened since, with a "head start," action can be speedier.

For example, a degree of muscle tonus is maintained by a normal,
waking human being, even when he is resting. A state of generalized
muscular relaxation would imperil prompt action. A state of high
muscular tension would not only be exhausting but would reduce
the plasticity of the response mechanism. So moderate tension is
maintained as the most advantageous compromise. The actual level
of tonus varies. When the need for rest becomes pressing or when the
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chances of a call to action are unusually low, more or less complete
relaxation may be appropriate, although most human beings in our
culture find it notoriously difficult to achieve such a state or even to
understand what it is like. But in circumstances where stress is
unusually plentiful and long-lasting, motor units may be tuned up to
a tautness that would threaten physical or psychological health if
continued indefinitely but can be sustained with impunity for short
periods.

The principle of chronic tonus, which is so familiar in so far as
it affects muscular tension, seems likely to apply to other aspects of
the organism's functioning, including arousal, and for the same reasons.
It may help to answer the question why arousal in a normal, waking
animal has a moderately high level. This level (which we shall call
arousal tonus) may represent something like the prevailing level of
arousal required of the organism in its particular circumstances,
susceptible of modification if the circumstances alter.

Expectation

The second device which cuts down the cost of adjustment is
expectation. If the event that calls for action is part of a regularly
recurring sequence of events, its predecessors can serve as warning
signals. Expectations open the way to preparatory and avoidant re-
sponses or to prior selection of a response by reasoning, all of which
will raise the chances of success when the heralded event arrives.
Expectations may diminish stress by making adjustment less abrupt
and by obviating the increment of arousal that is contributed by
surprisingness. Expectations will usually be accompanied by high
arousal as well as by responses (mostly implicit) that identify the
particular event that is expected.

Anticipatory Arousal

But there will be times when the precise nature of an impending
occurrence cannot be anticipated, either because premonitory cues
are lacking or because their significance has not been learned. In such
cases, an executive response cannot be preselected. But those com-
ponent processes of the orientation reaction that come into play in
coping with any urgent situation and do not depend on the specific
properties of the situation can, perhaps, be mobilized in advance. This
is a third mechanism, that of anticipatory arousal. It requires the
presence of a pattern of cues indicating how arousing, novel, con-
flictful, important, etc., the experiences of the next few moments are
going to be, without telling exactly what they will contain. They must
be cues that have preceded a variety of events with a common
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arousal value and so have become conditioned to a particular strength
of the orientation reaction.

Anticipatory arousal will reflect the individual's uncertainty in both
the usual and the information-theory sense, since the information
theorist's measure of uncertainty is precisely a measure of the expected
or average amount of information that is about to emerge from a
channel. The actual amount of information that comes may exceed
or fall short of this value, but the uncertainty represents the best
estimate than can be made from a knowledge of the range of pos-
sibilities and their probabilities. Anticipatory arousal will, however,
depend on more than uncertainty. It will reflect the individual's
estimate of how important the impending event is likely to be, how
much surprise he must brace himself for, how far it is likely to demand
some vigorous action that cannot be identified beforehand, how close
an examination it will require. It may take the form of a general
alertness or vigilance. If it is particularly intense or combined with
the distinctive accompaniments of fear, it will appear as a state of
general foreboding, apprehensiveness, or, to give the word a con-
notation it sometimes has, anxiety.

Without affording all the advantages of a specific expectation, an-
ticipatory arousal will permit speedier and more energetic action
when the anticipated event has been detected, as a result of the
heightened sensitivity of receptor organs and the reduced strain thafc
comes with less sudden mobilization. If the anticipated event has iiffi-
pleasant aspects that nothing can mitigate, if it is, for example,
a piece of irrevocable bad news, anticipatory arousal will make it
easier to withstand the shock, perhaps by producing some anticipatory
habituation.

The benefits of anticipatory arousal are plain, and processes that
would make it possible have been illustrated in a number of experi-
ments. Indifferent stimuli that occur shortly before stimuli apt to
provoke violent orientation reactions will elicit various components of
the orientation reaction through conditioning. The GSR has become
one of the responses used most commonly for the study of human
conditioning. It will attach itself quite readily to any stimulus that
precedes an electric shock or a loud sound. Circulatory changes
produced by electric shock have been conditioned. And conditioning
of EEG arousal patterns, whether localized and characteristic of a par-
ticular kind of arousing stimulus or diffuse, has been carried out
by a whole series of investigators. The most frequently used method
has been sound-light conditioning. A sound, which has first been
repeated alone enough times to extinguish its own orientation reaction,
is paired with a flash of light, beginning a few seconds before the

185



light appears and continuing until the light goes off. After a number of
trials, the desynchronization that was formerly contemporaneous with
the light occurs anticipatorily as soon as the sound begins.

Arousal patterns are also easily associated with verbal stimuli.
Milerian (1955) was able, for example, to obtain a pronounced alpha-
blocking response simply by saying to his human subjects, "Listen to
the sound!" The response ceased as soon as he said, "That's enough!"
even though the sounds continued.

By taking advantage of warning signals that herald stimulus events
with high arousal value, the following beneficial conditions could,
in fact, be secured: (1) Arousal increases before the heralded event
makes its impact, thus preparing the organism for prompt action and
optimal receptivity to information. (2) Arousal increases gradually
rather than sharply, thus minimizing the disturbance of internal
equilibrium. (3) Arousal does not rise unnecessarily high once the
anticipated event has appeared, thus minimizing wear and tear and
upheaval. (4) Arousal falls to a normal or optimal level as soon as
the rise in arousal has performed its functions.

In the last chapter we discussed cortical facilitation of RAS activity.
If this were conditioned to warning signals, it could ensure the first and
second of the conditions listed above; and cortical inhibition of
RAS activity, if brought into play anticipatorily through conditioning,
could ensure the third and fourth of them.

Anticipatory arousal will be at least partially relieved when the
impending event occurs and can be identified, since, whatever other
cause for disquiet remains, the contribution of uncertainty to the
arousal level will be removed. Times of anticipatory arousal will be
times when exploratory behavior, serving to accelerate and maximize
the receipt of information about the impending event, will be strongly
reinforced by arousal reduction and thus strongly evoked.

BOREDOM

Earlier in this chapter we considered properties of drive states in
general. If we wish to mark off one drive from another, we have to
specify what conditions arouse or intensify the drive and what con-
ditions reduce it. Drives aroused by different conditions will be
reduced in different ways because they will involve not only processes
that are common to all drives but also processes that are specific to
themselves. These other processes will be sources of distinctive internal
stimulation, whether acting on receptors or directly on the central
nervous system, and this stimulation will cooperate with external
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stimulation to furnish discriminative signals, guiding the organism
toward activity that promises to alleviate the drive.

There is evidently one kind of drive that is reduced through di-
vertive exploration and aroused when external stimuli are excessively
scarce or excessively monotonous. Both of these are conditions in
which arousal potential will be exceptionally low, since monotony
means lack of novelty, surprisingness, uncertainty, and complexity.
In information-theory language, both will mean a meager influx of
information—in the one case because signals are lacking and in the
other case because signals are highly predictable. The drive in
question is what we usually call boredom.

Boredom is particularly likely when stimuli lack short-term novelty,
i.e., when a stimulus is repeated many times in immediate succession.
But it may also be brought on by a shortage of long-term novelty,
e.g., by having the same menu for dinner day after day, or of surpris-
ingness, e.g., when life is varied but highly predictable.

Sensory deprivation has been used to induce boredom in quite a
spate of recent experiments, beginning with one by Bexton, Heron,
and Scott (1954). These investigators paid students $20 a day to
remain in an isolated cubicle, wearing translucent goggles that ex-
cluded patterned vision and cardboard cuffs and heavy gloves that
minimized tactual stimulation, and with no auditory stimulation apart
from an unchanging hum. This treatment produced a large number
of interesting phenomena, from hallucinations to a deterioration in
intellectual abilities. But the most significant facts for us were that
subjects could stand no more than a few days of the treatment,
despite the high rate of pay and the complete lack of exertion. They
resorted to desperate and far-fetched measures for providing them-
selves with increased stimulation, e.g., by talking or whistling to
themselves or tapping the cardboard cuffs together. When given the
opportunity, they would call again and again for stimulation that
they would normally have eschewed as intolerably dull, e.g., a record-
ing of a stock-exchange report or of an antialcohol speech intended
for an audience of young children. They showed growing irritability
and other signs of emotional stress and, in short, found the experience
unpleasant in the extreme.

Karsten (1928) is responsible for another of the surprisingly few
laboratory studies of boredom. She concerned herself with a phe-
nomenon which she named psychische Sdttigung (translatable either
as "mental satiation" or as "mental saturation"). She had her sub-
jects perform monotonous, repetitive, and essentially uninteresting
tasks, telling them that they were to work as long as they felt like
it and to stop when they no longer wanted to continue. The experi-
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menter acted in such a way, however, as to encourage subjects to go
on as long as possible. The tasks included drawing small vertical
strokes, putting thimbles in holes, reading the same short poem
over and over again, drawing a simple figure repeatedly, etc.—all of
them tasks that could be carried on indefinitely with little physical
effort.

As the experiment proceeded, the quality of the performances
deteriorated; mistakes became commoner, and larger units of speech
or of drawings broke up into meaningless elements. But more in-
teresting from our present point of view was the mounting struggle,
often carried on with quite diabolical ingenuity, to achieve some
variety within the bounds of the instructions. The strokes were drawn,
for example, with varying rhythms, with the pencil held in different
ways, with their shapes varied so as to approximate a series of mean-
ingful patterns, with the task interpreted in new ways, e.g., as a
test of speed. Coupled with this trend was a growing distaste for the
task and everything associated with it, a tendency to think of other
things that would be more pleasant to do instead, aggressive feelings
toward the task, the experimenter, or even the subject's self, expressed
verbally and in outbreaks of mild violence, and finally a refusal
to go on.

Karsten insists that muscular exhaustion could not have been behind
the final halt or the other phenomena, since the subjects would readily
use the same muscles for other responses, provided that their "mean-
ing" was different. For example, they would brush back their hair
or draw strokes in a different pattern after declaring that the arm
was too tired to do anything more. Having just been writing a and b
until they felt they could no longer do so, they were still capable
of writing a and b as parts of their names and addresses. It would
seem, therefore, that the monotonous stimulation resulting from the
monotonous activity was responsible for the aversive quality of the
situation, and that changes in "meaning" made it less stressful by some-
how varying the pattern of stimulation that followed the response. It
is worth remembering that even physical fatigue is now mainly at-
tributed to central inhibitory processes in which kinesthetic feedback
stimuli probably play a large part, rather than to physicochemical
changes in muscles that preclude their contraction (see Berlyne 1951).
So factors at work in boredom and factors at work in fatigue may turn
out to be closely akin.

A Hypothesis

It is tempting to suppose that the conditions that make for boredom
will produce exceptionally low arousal, and that low arousal, as well
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as high arousal, must therefore be aversive. Such a hypothesis has
been put forward by several writers (e.g., Hebb 1955). Nevertheless,
we shall stand firm against the temptation and refrain from adopting
this hypothesis. Instead, we shall suggest, though with even more dif-
fidence than accompanies our other theoretical suggestions, that bore-
dom works through a rise in arousal.

There are several reasons for this seemingly implausible suggestion.
First, we may point out that a human being or an animal in the throes
of agonizing boredom does not look like a creature with low arousal.
On the contrary, he shows the restlessness, agitation, and emotional
upset that usually coincide with high arousal. Introspection corrobo-
rates this impression.

A state of low arousal is a state of drowsiness or sleepiness charac-
terized by high-amplitude, low-frequency EEG waves. A host of Rus-
sian experiments, from Chechulin (1923) to Roger, Voronin, and
Sokolov (1958), have shown that the repetition of an unvarying stim-
ulus until overt and implicit components of the orientation reaction have
been extinguished brings on just such a state. It is common knowledge
that a lack of stimulation also has the tendency to put people to
sleep.

Being lulled to sleep is not generally reckoned an unpleasant or dis-
tressing experience. Sleepiness is unpleasant and distressing, it would
seem, only when there is some strongly motivated activity with which
it interferes, e.g., when there is something that one needs urgently to
be doing or when one is sitting in the front row at a lecture given by
an acquaintance.

Lastly, we may recall the experimental literature reviewed earlier,
showing how inhibitory impulses from the cortex may curb or dampen
arousal and how the inactivation of the cortex as a result of monoto-
nous stimulation may release the RAS from this restraint and allow
arousal to flare up again. Sokolov, thinking of these findings, remarks
that low arousal must correspond to a "definite level" of cortical activity.
High cortical activation is associated, whether as cause, effect, or both,
with high arousal, and minimal cortical activity is associated with the
liberation of the RAS from cortical surveillance. We may ask whether,
in an animal that is not ready for sleep, minimal arousal may not like-
wise correspond to an intermediate level of arousal potential in ex-
ternal stimuli.

Lying motionless in a quiet dark room is agreeable and conducive
to sleep when one is tired or ill. It is extremely trying to have these
conditions forced on one when one is healthy and has had enough
sleep. The subjects of Bexton, Heron, and Scott usually fell asleep
quickly after being placed in the cubicle. But they could not sleep
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indefinitely, and the situation became intolerable only when they were
no longer able to sleep.

We may therefore surmise that sensory deprivation becomes aver-
sive when internal factors cause a rise in arousal and the lack of stim-
ulation renders the cortex incapable of keeping arousal within bounds.
An endogenous rise in arousal may be the result of physiological proc-
esses with an inherent rhythm—in all likelihood closely related to
the sleep-waking rhythm, which, while it is certainly susceptible to
cultural conditioning, must have limits imposed on it by physiological
factors. Internal stimuli, e.g., from thoughts, may also contribute to
endogenous arousal, since they are so prone to emerge in the absence
of external foci of attention in normal, waking human beings.

Some psychoanalytic writers have maintained that the unpleasant-
ness of boredom is due to anxiety-producing thoughts, which adequate
external stimulation would help to crowd out of consciousness. There
may well be something to this hypothesis if we interpret anxiety widely
as arousal rather than as something invariably linked with psycho-
sexual problems or physical dangers. The way in which young children
can become frantically afraid of the dark is also worth bearing in mind.

Bexton, Heron, and Scott took EEG tracings in the course of their
experiment, and a general finding was that frequencies tended to be-
come abnormally low. Heron (personal communication) says that
periods of irritability and unpleasantness were transitory but "tended
to become more frequent, to last longer and to be more intense as the
experiment progressed." The EEG, he reports, tended to be flatter
(generally taken as a sign of desynchronization and thus of heightened
arousal) during these periods. Except in one subject, delta waves
(waves in the 1-3.5 cycles per second range, often recorded during
sleep) were absent during spells of anxiety and tension. J. A.
Vernon, who has performed other sensory-deprivation experiments,
supplies the information (personal communication) that skin conduc-
tance, which we have seen to be an index of arousal, was notably
greater after four days of confinement than before.

Turning to the question of boredom produced by monotonous stim-
ulation, as illustrated by Karsten's research, we may first observe that,
while repetitive stimulation often brings on sleep, there are times when
it does not. Whether it brings on sleep seems to depend on its arousal
value, especially its intensity. We can be put to sleep by a droning
voice or by a lullaby, which is usually sung softly and slowly and has
an undulating melody without abrupt transitions. But a loud fast-
ticking clock, a dripping tap, and Chinese water torture are hardly
soothing. A mother may quiet a disturbed infant by stroking his fore-
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head or patting his back gently, but rhythmically prodding him in the
eye would not work so well. The proprioceptive stimulation that comes
from motor activity seems similarly (whether because of its intensity
or for some other reason) to be inimical to sleep however monotonous
it may be. It is difficult to put oneself to sleep by singing oneself a
lullaby, counting sheep aloud, or stroking one's own forehead. Repeti-
tive passive movements can, nevertheless, produce drowsiness, as the
experiment of Roger, Voronin, and Sokolov shows.

So it may be that when monotonous activities are forced on a sub-
ject or monotonous stimulation is too strong to be soporific, boredom
results because the stimulation acts on the RAS to keep arousal high
and at the same time incapacitates the cortex from performing its nor-
mal moderating function, so that habituation does not take place.
When attempts to escape from the situation are thwarted by social
pressure or other obstacles, conflict and frustration can be expected
to push arousal still higher.

Another possibility, however, is that monotonous stimulation raises
arousal through the intervention of a special protective mechanism,
such as the one that produces physical fatigue and causes us to desist
from a repeated bodily movement long before muscles are incapaci-
tated. In this event, boredom from monotony and boredom from
sensory deprivation would work rather differently.

Yet a further possible explanation is that neural fatigue, which
we can expect to supervene when monotonous stimuli bring the same
neural units into action over and over again, disturbs the timing of
processes in the central nervous system. This could be presumed, as
Hebb (1949) says, to have disorganizing effects like those of conflict.

Whatever process is responsible for the aversiveness of monotonous
stimuli must clearly be capable of remaining persistently attached to
the stimuli in question through some sort of conditioning. If men are
served two alternating daily menus for periods of up to three weeks,
the foods figuring in the menus become increasingly unpalatable, as
shown both by subjects' ratings and by the amounts left uneaten (Sie-
gel and Pilgrim 1958). They become distasteful even though forty-
eight hours intervene between successive servings of the same item,
and after an interval of three and one-half to four months they are still
rated as unfavorably as at the conclusion of the experiment.

We have already touched on the possible affinity between boredom
and fatigue, and everyday language recognizes such an affinity by
applying words like "tired" to both. It is of interest that Japanese ex-
perimenters have found fast EEG waves to result from physical fatigue
(produced through enforced swimming) in the rat, and a phase of fast
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waves followed by a phase of slow waves to accompany "mental fa-
tigue" (resulting from a time-estimation test) in human beings (Yoshii,
Tsukiyama, and Horiuchi 1953).

Our hypothesis that the torments of boredom are associated with an
upsurge of arousal and our general assumption that diminutions of
arousal are rewarding do not, of course, imply that a rise in arousal
can never be accompanied by positive affect. We have already in this
chapter mentioned ways in which it could be, and, in the next chapter,
we shall be considering another. It also seems plausible that a highly
arousing environment is more uncomfortable when one is in a state of
low arousal than when one is fully mobilized to cope with it. So an
upward adjustment of arousal tonus in response to a lasting increase
in arousal potential, actual or anticipated, may well be rewarding,
even if its subsequent cancellation is also rewarding.
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Chapter 8

TOWARD A THEORY OF EXPLORATORY BEHAVIOR:

II. AROUSAL POTENTIAL, PERCEPTUAL

CURIOSITY, AND LEARNING

The properties of stimuli that we have grouped together as arousal
potential are ones whose intensification seems, on the whole, to entail
a rise in arousal. But they seem also to overlap with properties that
enable the cortex to moderate arousal. The relation between arousal
and arousal potential can, therefore, hardly be a straightforward one.

When arousal potential is inordinately low, arousal may mount. An
environment with exceptionally low collative properties may occasion
the upsurge of arousal that seems to mark boredom. When the intensity
of a stimulus falls almost to the threshold, there will be an increment
of arousal due to conflict.

At the other pole, exceptionally high arousal potential may possibly
lead to a steep drop in arousal. Many societies have ceremonies that
induce ecstatic and trancelike states by stirring up vehement emotion
and overwhelming the senses, and even in the most sedate communities,
one may now and then be dazed and bemused by too much excite-
ment. These phenomena may well involve the "supramaximal inhibi-
tion" that figures in Pavlov's writings as a protective device, inter-
vening when extremely strong stimuli overtax the excitatory capacity
of the nervous system.

Furthermore, we have noted that arousal, except in sleep or abnormal
conditions, is maintained at a level considerably above the lower ex-
treme of the arousal dimension. We have called this level arousal
tonus. We may think of this tonus as the minimum level of arousal of
which the organism is capable at a particular time over a wide range
of conditions. The location of the tonus level will depend on the pat-
tern of corticireticular interaction, with, no doubt, other subcortical
structures playing their part also. This interaction will, in its turn, de-
pend on internal factors, such as those that control the sleep-waking
cycle, and external factors, such as how often the environment has been
issuing calls for urgent action.
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The arousal torms, we suppose, will require a particular rate of
influx of arousal potential to maintain it. If the influx of arousal poten-
tial either exceeds or falls short of this rate, arousal will rise above the
tonus level, increasing drive. Then a return to the tonus level will be
rewarding, and any responses that promote such a return, whether by
rectifying the excess or deficit of arousal potential or by compensating
for it, will thus be reinforced and likely to recur in such circumstances.

Our hypotheses imply, therefore, that, for an individual organism at
a particular time, there will be an optimal influx of arousal potential.
Arousal potential that deviates in either an upward or a downward
direction from this optimum will be drive inducing or aversive. The
organism will thus strive to keep arousal potential near its optimum,
which will normally be some distance from both the upper and the
lower extreme.

Several assumptions resembling this one have appeared in the recent
literature, although the description of the variable possessing an opti-
mum varies from writer to writer. The notion of an optimal, inter-
mediate, actively sought value has been applied to the quantity of
stimulation (Leuba 1955), the rate of "perceptualization" (i.e., "the
process of perceiving and assimilating new data, new relationships,
new meanings") (McReynolds 1956), the flow of information from the
environment (Glanzer 1958a), the level of stimulus complexity or
novelty (regarded as equivalents) (Dember and Earl 1957), the ex-
tent of departure from an adaptation level (conceived as a value of
some stimulus variable that an organism has been experiencing for
some time or is, through some other process, expecting) (McClelland,
Atkinson, Clark, and Lowell 1953), and the level of activity of the
RAS (Hebbl955).

It is easy to see why reductions in arousal potential should so often
be welcomed, since they are the most obvious means of producing a
fall in arousal. Exploratory behavior, however, seems to intensify stim-
ulation from sources of high arousal potential, and there would seem to
be three reasons why stimulation with relatively high arousal value
should be sought out:

1. The stimulation may move the influx of arousal potential back
toward its optimum when it has fallen below, thus reducing boredom.
This will apply principally to diversive exploration.

2. Continued exposure to the stimulation may reduce arousal. This
will apply principally to specific inspective exploration and to specific
inquisitive exploration following anticipatory arousal.

3. A temporary increase in arousal may be sought for the sake of
the drop in arousal that follows it. This will apply principally to other
cases of specific inquisitive exploration.
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We shall now consider processes underlying the second and third
of these. Without departing too far from normal usage, we shall use
the term perceptual curiosity to refer to states of high arousal that
can be relieved by specific exploration and in which, therefore, spe-
cific exploratory responses are likely to occur.

THE RELIEF OF PERCEPTUAL CURIOSITY

BY SPECIFIC EXPLORATION

As we have noted in previous chapters, animals will sometimes with-
draw from novel or conflict-inducing objects and sometimes approach
and inspect them. Exploration is more likely to occur when arousal
potential is only slightly supraoptimal and thus easily brought back
to its optimum, or when an animal is surrounded by arousing stimuli
with no way of escape. Human beings may also flee from extremely
weird or overwhelming complex situations. But, because of their sym-
bolic capacities, they will be more sparing in recourse to withdrawal.
Even when withdrawal is evoked, it will rarely be the end of the story.
The human aptitude for symbolic representation in memory and
thought means that novel, conflictful, or complex stimulus patterns will
continue to haunt the nervous system through their internal correlates
even after they have left the stimulus field. So the only way of dispos-
ing of their disturbing effects, since it is also the only way of coping
with their symbolic representatives as well, will ultimately be through
exploratory or epistemic (see Chapters 10 and 11) activity. Symbolic
processes will likewise enable absent or imaginary patterns to excite
curiosity before they are actually encountered, so that they are either
sought for or created in the real world.

We must go on to ask how it happens—as it evidently does—that
arousal may be reduced by continued, or even intensified, exposure to
the very stimulus complex that is responsible for its rise.

First there is, of course, the process of habituation that is known to
moderate the orientation reaction when an initially novel stimulus
with no special significance is repeated or protracted and so loses its
novelty.

When arousal has been boosted by intense stimulation, it can be
brought down again by the sensitivity-reducing adaptive responses
that Sokolov has shown to succeed the orientation reaction (see Chap-
ter 4). When these are inadequate, there is Pavlov's supramaximal
inhibition, which is assumed to shield the organism from the dele-
terious consequences of excessive excitation and has been identified
not only in conditioning experiments but also in the course of recent
EEG work (see Buser and Roger 1957). There is the spontaneous re-
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laxation that so often supervenes when emotional tension has been
forced up to the limits of endurance, the "purgation of the passions by
pity and terror" which Aristotle saw as the main purpose of tragic
drama.

In contrast, high arousal produced by stimuli associated with pain
or danger to life is markedly resistant to habituation by repetition or
prolongation, whether the stimuli owe this action to heredity (e.g.,
fear of predators in birds, Thorpe 1956) or learning (Solomon and
Wynne 1954, Wolpe 1958). And it makes biological sense that this
should be so.

Similarly, habituation cannot suffice to remove all disturbances due
to conflict. If, however, exploratory behavior does not merely maintain
the stimulation unchanged but rather makes accessible details or as-
pects of the stimulus object that were originally imperceptible, curios-
ity can be relieved through recognition. The fluctuating stimulation
resulting from varied inspection eventually turns up a stimulus prop-
erty that evokes a definite and prepotent response, overt or implicit,
that is already in the organism's repertoire. In other words, the object
is recognized as assignable to some familiar category, classifiable under
some familiar concept, or capable of being placed in some familiar or-
dering scheme. Uncertainty is lessened because the input category is
identified and the transmission of information is completed. The release
of some definite cortical response, which is stronger than any competi-
tors that were initially aroused with it, reduces conflict. It results, pre-
sumably, in the subdual of arousal through corticifugal pathways.

Next we must consider cases where the deadlock is broken through
the learning of a new response. An "understanding" of a strange object
may be arrived at through vocal or muscular imitation of the object's
characteristic sounds, movements, shape, or size (Freud 1905a, Piaget
1945, Werner and Wapner 1952). Guernsey's intensive study (1928)
shows how infantile imitation of various actions rises with age and then
wanes, finally disappearing when the imitative response has been fully
mastered. Alternatively, understanding may come through verbal for-
mulas, descriptive or explanatory naming (see Chapter 10), and
through motor responses adapted to the manipulation, use, or control
of the object. All these will be overt at first and later shrink to implicit
token responses. They may emerge from the individual's own trial and
error or thought processes. They may be taken over from the demon-
stration or verbal instruction of another individual for whom the ob-
ject is not strange or perplexing. If it is strong enough, the newly
acquired response will break the deadlock which is delaying arousal
reduction by overcoming its competitors and thus reducing conflict.

Hebb's theory (1949) suggests a neural process which may under-
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lie adaptation to relatively novel or incongruous patterns. At first, si-
multaneous presentation of two stimulus properties that have rarely
or never been encountered together, and the simultaneous activation
of the neural networks (cell assemblies) corresponding to them, will
disrupt cortical activity. This can happen for a number of reasons.
The two cell assemblies might very well have component neurons in
common; firing in one cell assembly may therefore leave a particular
neuron in a refractory state just when it is needed to play its part in
the firing of the other assembly. Alternatively, if stimulus property A'
replaces a stimulus property A that is the usual accompaniment of
property B, the absence of A may mean the lack of a particular afferent
input that is a necessary condition for the smooth functioning of a
cell assembly corresponding to A + B. After the unfamiliar combina-
tion of properties has been experienced for some time, the disruption
can be obviated by the formation of a new cell assembly correspond-
ing to the new pattern, A' + B, perhaps incorporating the units shared
by the two older A' and B assemblies; the new assembly can, in its turn,
become associated with definite motor or verbal responses peculiar to
the new pattern. If something like this happens, it is evident that these
modifications can take place quite rapidly, since, at least in human
beings, a single, quite brief exposure to a strange pattern will often
suffice to rob it of its strangeness.

THE AROUSAL JAG

The premises on which the concepts of drive and reward are based
may, at first sight, seem to imply that rises in drive level will never be
actively pursued. But closer examination will show this not to be so.
It is true that a drive3 or aversive state is commonly thought of both
as something whose removal is rewarding and as something whose
onset is punishing. The latter property means that animals will learn
to refrain from responses that are habitually followed by the onset of
the state or to perform avoidant responses that prevent the state from
supervening in circumstances in which it would otherwise do so. How-
ever, the definition of drive3 to which we are committed states solely
that the termination or reduction of the drive will be rewarding; it
does not follow logically from this that its induction must have punish-
ment value.

It is commonly postulated that any indifferent stimuli regularly pre-
ceding aversive states will have conditioned to them a secondary drive
of fear (anxiety) (Dollard and Miller 1950, Mowrer 1950) or condi-
tioned aversive properties (Skinner 1953) whose alleviation will re-
inforce preventive action. This hypothesis has been amply substan-
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tiated in the case of anticipated pain. Experimental data have also
inspired the suggestion that "fear of fear" (Mowrer and Viek 1948) and
"fear of hunger" (Ullman 1951) can be attached to warning signals and
account for avoidance. But the evidence for these reasonable exten-
sions of the theory is not too plentiful so far.

We can, however, point to many facts contradicting the assumption
that aversive or drive3 states are invariably avoided and implying that
they may even be welcomed in some conditions.

Even in the case of pain, we have masochistic behavior in human
beings and experiments like the one by Masserman (1946) in which
a cat eagerly presses an electrified lever to obtain food. There have
been several experiments with rats in which electric shocks actually
strengthen responses that occur simultaneously with, or just before, the
shocks (Hamilton and Krechevsky 1933, Muenzinger 1934, Gwinn
1949). Further experiments support the view that the responses in
question are reinforced by the subsequent reduction of pain or fear
(Farber 1948, Mowrer 1950).

As for fear, one has only to visit the nearest fairground to appreciate
the economic value of being tossed and flung through the air, and
posters advertising the latest horror film will graphically depict the
allurements of being scared out of one's wits.

Much the same point can be supported with regard to hunger or
thirst. Various devices from a walk to an anchovy are employed to
work up an appetite. As for the sex drive, any comment would be
supererogatory.

We are far from being in a position to characterize in detail the
conditions in which increases in drive are sought and to differentiate
them from those in which they are avoided. But as far as we can see
at present, the important ones are (1) that the drive is aroused to a
moderate extent, and (2) that the arousal is promptly followed by
relief.

Both of these conditions have been cited by Hebb (1949, 1955) as
those in which arousal or emotion will be pleasurable, and they are
implied by Meyer's (1956) hypothesis that emotion is pleasurable
when we feel that the situation is under control.

Some psychoanalytic writers might be inclined to assume that if
fear, pain, or other forms of distress are actively courted, it must be
for the sake of self-punishment as a means of assuaging guilt feelings.
This may conceivably be a contributory condition at times, but the
evident importance of quick relief in most of the pertinent cases argues
against this view. If mountaineers were habitually suspended over
abysses for days on end instead of for a few minutes at a time, their
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number might well be smaller than it is, although the pastime would,
no doubt, still find a few devotees.

There is, however, another psychoanalytic interpretation of appar-
ently self-persecuting behavior that is closer to ours. This is the theory
of "belated mastery" (Fenichel 1945), according to which ex-
periences that originally produce anxiety are repeated as a means of
gaining control over them. As Fenichel puts it,

An expenditure of energy is associated with the anxiety or the fear-
ful expectation felt by a person who is uncertain whether he will be
able to master an expected excitation. The sudden cessation of this
expenditure brings its relieving discharge which is experienced by
the successful ego as a "triumph" and enjoyed as functional pleasure.
. . . When a child is tossed in the air by an adult and caught [andl
is certain that he will not be dropped, he can take pleasure in hav-
ing thought that he might have been dropped; he may shudder a
little, but then realizes that this fear was unnecessary. To make this
pleasure possible, conditions of reassurance must be fulfilled. The
child must have confidence in the adult who is playing with him and
the height must not be too great.

This is precisely the kind of process that we shall assume to occur
in connection with arousal. In fact, we shall assume that it is at work
whenever a momentary rise in arousal potential, such as a pleasant
surprise or a colorful spectacle, is rewarding in the absence of a
previous and independently produced spell of severe supraoptimal
arousal. Such slight and transitory jumps in arousal will become pleas-
urable as a consequence of the drop in arousal that quickly terminates
them. Consequently, behavior that is regularly followed by such
arousal jags, as we shall call them, will be learned.

We ought, however, to mention another type of neural mechanism
that might underlie the arousal jag. Experiments have shown that
direct electrical stimulation through implanted electrodes of certain
points in the lower brain will provide quite powerful reinforcement
for lever-pressing responses in the rat and the monkey (Olds 1956,
Brady and Conrad 1956). The points in question include some within
the boundaries of the reticular formation. W. W. Roberts (1958)
has shown that current applied to certain points in the posterior hypo-
thalamus has a peculiar property: a cat will learn to enter one maze
alley if this response is followed by the switching on of the current,
and to enter another alley about ten seconds later to have the current
switched off. This alternation between seeking the onset of the stimu-
lation and seeking its termination may occur even when the cats are
confined in each alley for three minutes after entering it, so that the
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reward value of the onset seems to be independent of that of the
offset. When the stimulating voltage was relatively weak, the attrac-
tiveness of its commencement was very much in evidence and escape
responses were desultory. But an increase in the voltage strengthened
the escape responses and depressed the stimulation-seeking responses.

The stimulation used in this experiment has, therefore, rewarding
properties at first and aversive properties later. The former, it is inter-
esting to note, are most manifest when the stimulation has just come
on and when it has a moderate intensity. It is possible that the effects
of activating other points in the brain stem, including those points in
the RAS that have been shown capable of mediating reward, may
follow the same pattern and thus account for the reward value of
arousal jags.

THE QUEST FOR INTERMEDIATE AROUSAL POTENTIAL

We can now take up supporting evidence for our assumption that
human beings and higher animals will normally strive to maintain an
intermediate amount of arousal potential. Some of this evidence comes
from experiments and some from everyday experience of human be-
havior. At many points, we shall have to make do with verbal and
other manifestations of pleasure and displeasure as indications of what
is rewarding and what is aversive. This seems, on the whole, to be
justified, but it has by no means been justified beyond question.

Intensive Variables

It has been noted often enough that many forms of stimulation are
pleasant at medium intensities and turn unpleasant when their inten-
sities are higher. It was, in fact, laid down by Wundt (1874) as a gen-
eral rule that the curve representing hedonic tone as a function of
stimulus intensity has the shape depicted in Fig. 8-1.

Solutions of sour, salty, and bitter substances taste pleasant when
their concentrations stand a little above the absolute gustatory thresh-
old, but as their concentrations are increased still further, they become
more and more unpalatable (R. Engel 1928). Sweet solutions were
judged pleasant by most of Engel's subjects even at the highest con-
centration he tried (40 per cent of cane sugar), but, as he recognized,
it would surely be possible to find solutions of other substances, e.g.,
saccharine, that would be so sweet as to be disagreeably sickening or
cloying. Rats will drink more saccharine solution than plain water
when the concentration is slightly above threshold, but their preference
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for the solution wanes and then becomes negative as the sweetness
of the solution rises (Beebe-Center, Black, Hoffman, and Wade 1948).
When the difference between the amount of the solution and the
amount of water drunk is plotted against the concentration of saccha-
rine in the solution, a curve remarkably similar to the one in Fig. 8-1
is obtained. The reactions of rats to different salt solutions show a
similar pattern (Weiner and Stellar 1951). And Lehmann (1892),
whose human subjects had their fingers in water heated to various
temperatures, obtained reports of pleasant warmth between 35 and
40 degrees and of definite unpleasantness or pain above 45 degrees
centigrade.

Wundt's hypothesis and these experiments seem to fit our inference
that moderate arousal potential will be maximally rewarding. Similar
experiments could well be carried out with other qualities of stimuli
but are so far lacking. However, as McClelland, Atkinson, Clark, and
Lowell (1953) argue, how attractive a particular stimulus intensity is
may depend on what the organism has been experiencing in its recent
or distant past. It may, in other words, depend on the degree of change,
novelty, surprisingness, or complexity that it introduces.
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Affective Variables

We have already dwelt on the human proclivity to seek emotional
experience and excitement either in real life or vicariously through art
or entertainment. The self-inflicted stress seems generally to be rela-
tively mild or else short-lived. Some emotional athletes may seem
able to withstand virtually unending drafts of hectic turbulence. In
these cases, however, we may suspect that the turbulence undergoes
wide fluctuations with frequently interspersed recessions, or else that
some psychopathological process is operating. The emotions that can be
elicited by dramatized fiction may also appear to be quite violent at
times, but the unreality of their source, the fact that it is "only a story,"
surely provides a safety valve that normally prevents them from ex-
ceeding manageable bounds.

Collative Variables

Change and Complexity. The circumstances in which stimulus
changes will have a positive affective value have been examined by
McClelland, Atkinson, Clark, and Lowell (1953), who offer an original
theory to account for the facts as they see them. According to this
theory, "positive affect is the result of smaller discrepancies of a sen-
sory or perceptual event from the adaptation level of the organism;
negative affect is the result of larger discrepancies." The theory is not
worked out in sufficient detail to define the nature and value of adap-
tation levels in all instances. Sometimes, the adaptation level seems to
be a value of a stimulus variable that an animal has been experiencing
for some time. At other times, it seems to approximate a central tend-
ency of values experienced in the recent past or in the animal's life
history, being comparable to Helson's (1948) notion of an "adaptation
level" as a factor determining absolute psychophysical judgment. Al-
ternatively, the adaptation level may be a value that is expected in an
impending stimulus or some value "based on symmetry, balance, and
so forth."

These authors cite an experiment by Alpert (1953) in which sub-
jects were first exposed to homogeneous visual fields of red light. A
spot in the middle was then, for a series of two-second trials, made
more or less intense than the rest of the field by varying amounts.
When the background intensity was low, central spots that were
slightly brighter or dimmer were generally judged pleasant and those
that were very much brighter were generally judged unpleasant. When
the background intensity was high, central spots that were very much
dimmer, slightly dimmer, or slightly brighter were alike judged pleas-
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ant. The intense background illumination seems, therefore, to have had
an aversive quality, as a result of which a much dimmer central spot
was rewarding in spite of its large discrepancy from the background.

It will be remembered (from Chapter 6) how the literature on in-
vestigatory behavior in the rat provides some hints that moderate
changes in the intensity of illumination are rewarding but that, over
and above this effect, highly intense light is aversive. An experiment
by Haber (1958) reveals a similar pattern in human affective reactions
to thermal stimulation. Whereas Lehmann's experiment, mentioned
above, started from the normal skin temperature, Haber used various
temperatures as adaptation levels. His subjects had first to immerse
both hands in water of a particular temperature, and then to place
the two hands in water of differing temperatures. They were to indi-
cate which hand was more uncomfortable by withdrawing it from the
water. The results showed clearly that water at the adaptation tem-
perature, or very much warmer or colder, was generally more un-
comfortable than water whose temperature differed from the adap-
tation level by 1 to 3 degrees in either direction. Nevertheless, this
rule did not hold when adaptation levels exceeded normal skin tem-
perature by more than a few degrees: the adaptation temperature was
then judged more comfortable than any temperature above it.

The theory offered by McClelland and his associates has clearly
much in common with our own, and it is aimed at much the same
neglected problems. When an adaptation level is represented by the
stimulation that an organism has just been receiving, as in Haber's
experiment, then the extent to which a new stimulus departs from it
will represent the degree of change, which is in our list of determinants
of arousal. When the adaptation level depends on stimuli received in
the organism's near or distant past, the extent of a deviation from it
can be identified with short-term or long-term novelty, respectively.
And when it is a matter of a disparity between two portions of a
stimulus field, as in the experiment by Alpert, we can speak of com-
plexity. Thus, wherever there is a moderate departure from an adap-
tation level and therefore, according to the McClelland theory, a re-
warding state of affairs, there will be what we should characterize as
a moderate amount of arousal potential.

There are, however, some differences between the McClelland the-
ory and our own. One is that, whereas that theory appears to assume
the existence of a large number of separate adaptation levels for dif-
ferent stimulus properties, we envisage a single arousal level to which
many stimulus properties will contribute. Moreover, we are making
assumptions, admittedly tentative, about the physiological correlates
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of arousal, and we also recognize a wider variety of determinants of
reward or punishment value. We are not, however, putting forward
our theory in preference to McClelland's because we believe that ours
is more likely to be correct. On the contrary, our theory, being more
comprehensive, is less likely to be correct. It is just that when a body
of initial data has been gathered about an area of inquiry and it is
time for the first attempts to work out unifying assumptions, the bolder
a theory, the more useful it may prove in suggesting and guiding
experiments. Its imprudences and callownesses can always be remedied
later, once methodical inquiry is under way.

Novelty. Some of the most instructive studies on the affective value
of novelty, apart from studies directly aimed at exploratory behavior,
are those carried out under the direction of Charlotte Biihler (already
mentioned in Chapter 7). We may first mention a finding of Biihler,
Hetzer, and Mabel (1928). As typical of the behavior of a six-month-
old child exposed to a strange stimulus, they furnish the following
protocol of reactions (with durations) to four successive experiences,
lasting thirty seconds each, of a falsetto voice:

1st exposure: Cry of fear, movement indicative of displeasure (35
seconds).

2nd exposure: Movement and vocalization indicative of displeasure
(20 seconds).

3rd exposure: Listening, no vocalization indicative of displeasure,
slight signs of attention (15 seconds).

4th exposure: Interested looking in the direction of the sound (15
seconds).

Lowenfeld (1927) observed the reactions made by infants up to
eight months of age to various novel sounds (a rattle, a whistle, a
hand clap, a tuning pipe, and a bell). At one month, the reactions
were predominantly expressive of negative affect, but the frequency
of such negative reactions declined steadily with age. Indexes of posi-
tive affect began to appear in the third month, rose to a maximum at
six to seven months, and then fell off. Neutral reactions became more
and more frequent from the second month and finally preponderated
over others.

There is no way of knowing for certain how far changes due to
maturation lay behind the changes in reaction with age. Presumably
they played some part, since Biihler, Hetzer, and Mabel failed to
elicit positive reactions from subjects under two months by repeating
their auditory stimuli. But the parallel between the passage from nega-
tive to positive reactions with increasing age and the analogous devel-
opment with successive repetitions of an unfamiliar stimulus suggests
that degree of novelty is the operative variable in both cases. As each
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new month of an infant's life enlarges his acquaintance with sounds
and with stimuli in general, unfamiliar sounds such as those used by
Lowenfeld will contrast less and less with the contents of previous
experience.

Biihler (1928), in summing up her conclusions from this series of re-
searches, describes how a stage where the unfamiliar generates dis-
pleasure ("shock," "disturbance of equilibrium," and "fear") and the
familiar generates pleasure is gradually replaced; as more and more
stimuli lose their novelty and are "digested," the familiar gives rise
to boredom and the unfamiliar to the satisfaction of Ncugicr (conven-
tionally translated as "curiosity," but literally "desire for the new").

An experiment by Alpert (1953) shows that this process is not pe-
culiar to infants. He exposed adult subjects a number of times in suc-
cession to a pattern of sounds with an unfamiliar rhythm. The pattern
was first adjudged unpleasant, and then, after several repetitions, pleas-
ant, and finally, after more repetitions, indifferent. Countless innovations
have met with the same sequence of reactions in the history of music
and other arts.

In our review of animal experiments (especially in Chapter 5), we
noted that stimulus objects are often avoided by adult animals at first;
then, when their novelty has worn off a little, they are approached
and sought out, finally becoming indifferent.

On the other hand, Harlow (personal communication) states that
the newborn monkey "responds positively to almost all visual stimuli.
Fear responses to large, intense stimuli apparently 'mature' some time
after 20 days of age." The seeming discrepancy between his findings
and those of Biihler's group could be due to interspecies differences,
to age differences (Biihler's and Lowenfeld's subjects were already
several weeks old), or to differences in the kinds of stimuli used (Biih-
ler's group used mainly auditory stimuli with a sudden impact).

Conflict and Uncertainty. In Chapter 6, we referred to an experiment
by Wyckoff (1952) in which a pigeon learned to step on a pedal, al-
though the only outcome of this response was a cue (the red or green
coloring of a white key) indicating whether or not pecking at the key
would be rewarded with food. These results seem to harmonize with
our hypothesis about the relation between conflict and arousal. The
state of the pigeon while the key is white (and pecking has a fifty-fifty
chance of being rewarded) is manifestly one of uncertainty, and the
main function of the pedal-stepping response may be said to consist
in transmitting information, reducing the uncertainty by one bit.

We may also suppose that the white key induced a conflict between
pecking and not pecking, expecting and not expecting food, excitation
and inhibition. The coloring of the key that resulted from stepping on
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the pedal must then have attenuated the conflict by strengthening one
of the competing tendencies and weakening the others.

When the discrimination was reversed, Wyckoff found that the fre-
quency of the pedal response would temporarily decrease. This also
fits our interpretation, since each color would then go through a stage
of evoking both excitatory and inhibitory tendencies, and seeing the
key colored would thus exacerbate rather than relieve conflict.

The results of Kelleher's (1958) experiments (see Chapter 6) may
be interpreted in a similar fashion.

An experiment by Prokasy (1956) is somewhat analogous to those
of Wyckoff and Kelleher. He trained rats in a T maze. After turning
right or left at the choice point, the animals had to turn a corner to
enter a chamber in which they were delayed for thirty seconds. A door
then opened, admitting them to a goal box which contained food on
half the trials and was empty on the other half. The only difference
between the two arms of the maze was that on one side the delay
chamber was black when the goal box contained food and white when
it did not (or vice versa), whereas on the other side the color of the
delay chamber, though also black and white equally often, was not
correlated with the presence of food. The rats acquired a significant
preference for the former or "consistent" side. One might infer that
entry into the "inconsistent" arm will have meant uncertainty, conflict,
or anticipatory arousal, which entry into the "consistent" arm avoided.

Uncertainty is manifestly one of the burdens that the human frame
is least equipped to stand. Even when the uncertainty concerns some-
thing of relatively minor importance, its pressure can become irre-
sistible. There are, no doubt, people who could be left alone in a house
a day before their birthday, knowing that a present is lying unwrapped
in a certain drawer, and who would withstand the temptation to look.
But they would not encompass the whole human species.

During the 1955 British general election and the 1956 American
presidential election, broadcasting corporations went to great trouble
and expense to procure the services of expert commentators and elec-
tronic computers. As results came in from the different areas of the
country during the course of the night, the best available forecasts of the
final outcome were continuously supplied. It is hard to see what prac-
tical use could have been made of these forecasts in the middle of the
night, especially when one thinks that listeners could have gone to
bed and known the final outcome for certain almost at their next mo-
ments of consciousness. Yet the deep-seated human reluctance to wait
an unnecessary moment for information about what the future holds,
even when there is no way in which one could act on the information,
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sustains a gamut of professions from that of the political columnist to
that of the astrologer.

Grave dangers can be faced with signal courage if the outcome de-
pends on unpredictable natural occurrences or on the doings of an
inaccessible enemy, though, even then, human beings have always
been partial to omens and auguries as means of treating the unfore-
seeable as foreseeable. It is significant that vocations like those of the
miner, the air pilot, the actor, and the professional sportsman, in which
there are unremitting risks of disaster, whether from injury or death or
from loss of reputation through poor performance, are notoriously con-
ducive to superstition.

If, however, there is any hope of knowing in advance whether some
feared (or even gratifying) event will occur—if, for example, it depends
on a decision made by some person close at hand or on information
that is available to such a person—there is almost no price that will be
too much to pay, and no stratagem that will be too tortuous, for the
puniest hint of which way things will turn. This is so even when it is
fully realized that the news may not be pleasing. There is such a thing
as the "comfort of knowing the worst." After intensively interviewing a
fair number of convicts, Farber (1944) found one of the major sources
of suffering in prison to be uncertainty about how much time would
have to be served. Those prisoners who had hopes of a parole suffered
much more than those who knew that they would never be released.

Nevertheless, our assumptions imply, and common knowledge at-
tests, that some moderate degree of uncertainty can serve to make
life less dull. Uncertainty, as well as fear, may be sought through
physically dangerous pastimes. But the behavior that seems most
clearly to the point here is gambling, especially gambling with stakes
that are not large enough for their loss to be serious, although they
are large enough not to be ventured for nothing.

Skinner (1953) has emphasized the analogy between human gam-
bling and the behavior of the rat or the pigeon under variable-ratio
schedules of reinforcement. In both cases, we have a response that
will be rewarded on the average once in so many times, but how
many responses will be unrewarded before the next reinforcement
occurs is unpredictable at any moment. This treatment produces
astonishingly high resistance to extinction and induces the rat or the
pigeon, like the human gambler, to perform many consecutive re-
sponses without a single reward.

But although the analogy is striking and cannot be accidental, it
can hardly be the whole story. Many human beings appear to gamble
with immense zeal before they receive their first winnings. And even
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when they win, there is often so long an interval between placing
a bet and collecting the pay-off that reinforcement must come through
symbolic processes (expectations) whose mode of operation must
be a major determinant in the pattern of behavior responses.

Economists and decision theorists have been puzzled by the preva-
lence of gambling because of its apparent irrationality. Since book-
makers and the proprietors of casinos assure themselves of a profit,
whoever partakes of their services must be accepting a negative
mathematical expectation, i.e., his expected winnings (the amount
he can win multiplied by the probability of winning it) must fall
short of the amount staked. There have been various attempts to
circumvent this difficulty. It can be done, for example, by assuming
that utility does not increase linearly with monetary value (Friedman
and Savage 1948) or that subjective probability does not increase
linearly with objective probability (Edwards 1955). Consistent models
can apparently be founded on these assumptions, although they do
not always incorporate neatly shaped curves, and the curves tend to
vary from person to person.

Some decision theorists have, therefore, been led to speak of the
'utility of gambling' as such. And we may surmise that this utility
derives from the rise and subsequent fall in arousal due to uncertainty.

It is, of course, not easy to separate the role of fear (or anticipation
of reward) from that of uncertainty in either gambling or physically
dangerous pastimes. We have identified degree of conflict as a quantity
that increases both with "importance" (what is at stake, 2JE) and un-
certainty (see Chapter 2). The two can be studied apart only by
manipulating expected gains or losses while holding probabilities
constant, and vice versa.

This has been done in a series of interesting but avowedly pioneer-
ing experiments by Edwards (1953, 1955). In one experiment, he
asked his subjects to select from a set of imaginary or real bets having
equal expected values but differing in the probability of winning or
losing. When expected values were positive or zero, but in either
case held constant, he found a pronounced tendency to prefer bets
with a 0.5 chance of a favorable outcome. It is noteworthy that this
is the condition in which the events are equally probable and thus
uncertainty is at a maximum for two alternatives. In another experi-
ment, he varied what we have called the importance factor, by vary-
ing the amount that could be won or lost while holding the expected
values constant. He found that this factor affected preferences, though
in different directions for different individuals and generally not so
much as the probabilities.

Most mass gambling appears to satisfy either or both of the con-
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ditions we have suggested for the attractiveness of an arousal jag:
the stake is fairly small, so that its loss will not be disastrous, and the
uncertainty is relieved fairly quickly.

There are, no doubt, habitual gamblers and financial speculators
who will readily risk ruin. But in many cases, the mathematical ex-
pectation will actually be quite high or the risk will be taken in games
where the outcome of each venture is soon revealed and the tension
soon relieved. There may be others for whom neither of these con-
ditions is fulfilled, just as there are those who will inflict injury on
themselves or commit suicide with no uncertainty of outcome. But
these will provide subject matter for abnormal psychology.

EQUIVALENCE OF VARIOUS FORMS OF AROUSAL POTENTIAL

We have been thinking of the level of arousal as subject to the
influence of a large number of variables whose effects will be ad-
ditive and thus interchangeable. It follows that an individual whose
arousal has already been raised by one kind of arousal potential can
be aroused far beyond the tonus level by what, for other individuals,
would be a quite comfortable measure of arousal potential from a
different source. Anxious people, for example, will be distressed by
an amount of novelty, change, or complexity that others would take
in their stride. Observation of neurotics or of normal individuals at
times of unusual stress gives very much this impression. And some
less commonplace deductions from the assumption of equivalence be-
tween sources of arousal have received some confirmation.

We must first mention two experiments by Smock (1955a, 1955b)
on the interaction between stress and intolerance of ambiguity. The
subjects of both experiments were divided into two groups, one
of which was encouraged to feel insecure and the other to feel re-
laxed by the experimenter's attitude. In the first experiment, the sub-
jects looked at a series of figures, each beginning with a pattern of
meaningless marks and developing into an easily recognizable picture
by progressive addition of material. They were to guess what the
final product of a series would be as soon as they were ready to do
so. The insecure group tended to voice guesses earlier than the relaxed
group, and, since their guesses were often made prematurely with
inadequate information, they were often incorrect and so delayed the
attainment of the right responses. In the second experiment, an
incongruous picture, e.g., of an old woman in company with a young
man, of a half-male-half-female person, was given a succession of
one-second exposures, well out of focus at first and then becoming
gradually clearer. The group that had been subjected to stress re-
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quired more exposures than the other group to identify the picture.
Brim and Hoff (1957) have devised a verbal test of "desire for

certainty." It consists of thirty-two statements about matters of common
interest, in which a probability value must be filled in. An example is
this statement: "The chances that an American citizen will believe
in God are about in 100." Subjects are to supply the missing prob-
ability and also to indicate on a five-point scale the certainty with
which they do so. An item is scored by subtracting the probability
percentage supplied from 0 or from 100, whichever is nearer to it,
and then multiplying this difference by the certainty rating. In the
experiment that is of interest to us here, the administration of the
test was preceded by a test based on Gottschaldt's (1926) celebrated
experiment in which simple forms were hidden in complex figures
and had to be discovered. One group of subjects were given far more
Gottschaldt tasks than they could possibly complete in the time al-
lowed, a procedure designed as a "frustration condition." The remainder
had tasks that were few enough and simple enough to produce a
"satisfaction condition." The frustrated subjects then obtained signifi-
cantly higher scores on the desire-for-certainty test.

An experiment by McReynolds and Bryan (1956) had neuropsy-
chiatric patients as subjects, which might raise doubts about the
generality of the findings, but it favors much the same conclusions
as the others. Subjects were first shown a series of cards bearing
designs or pictures and told that each design or picture would appear
twice. For one group of subjects (the L group), all had actually ap-
peared twice by the end of the series, but the remainder (the H
group) had seen twenty out of sixty only once when the series was
interrupted. Therefore the H group had, to use McReynolds' termi-
nology, a "higher level of unassimilated percepts." All subjects were
then given a sorting test. They were shown a collection of wooden
pieces, each of which had a word printed on its underside. There were
triangular pieces which, subjects were informed, bore words standing
for the "more familiar sorts of things," and odd-shaped pieces which,
they were told, bore names of the "more novel, unusual sorts of things."
The pieces were to be dropped into three slots marked "animal,"
"vegetable," or "mineral," according to the objects named on them.
Time was allowed for less than half of the pieces to be sorted, so
that how many unusual and how many familiar object names were
encountered depended on the order in which subjects chose to pick
up the pieces. The outcome was that the H group exposed themselves
to significantly fewer unusual object names than the L group.

To turn to an animal experiment, Thompson and Higgins (1958)
used a maze with black and white compartments, first habituating
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their rats to either the black or the white compartment. At a later
stage, some of the rats were shocked at the choice point and some
were not. It was found that those which had been shocked were more
likely to enter the compartment with which they were familiar; the
nonshocked subjects were more likely to enter whichever was for
them the newer compartment. We may also recall the finding of
Chapman and Levy that hungry rats were less inclined than satiated
ones to run to a goal box that had contained novel stimuli.

All these experiments, despite their obvious dissimilarities, have
the following aspects of their design in common. Subjects were first
exposed to differing degrees of one kind of arousal potential. They
were then put through a task in which they encountered arousal po-
tential of quite another kind, but this time they had some control
over the amount to which they were exposed. In all cases, those
who had been subjected to more arousal-inducing conditions in the
first phase were more reluctant to accept arousal potential in the
second phase, which is in tune with our assumption of a common
pool of arousal that can receive increments from a diversity of
stimulus conditions.

An experiment by Fonberg (1956) furnishes evidence of a quite
different sort for the same assumption. She trained dogs to perform
a certain response (Ri), the actual response varying from one sub-
ject to another, as a way of terminating stimuli that had been as-
sociated with puffs of air or electric shocks. The animals then received
training in another response (R2), which was followed by food
reinforcement in the presence of a loud tone but not in the presence of
a faint tone. The animals were then subjected to a Shenger-Krestovni-
kova (Pavlov 1927) type of conflict by exposure to tones that were
intermediate in intensity between the positive and negative alimentary
conditioned stimuli. They thereupon reverted to the defensive response
(Ri). This finding indicates that the state produced by conflict, even
when noxious stimuli have played no part in it, has enough in com-
mon with the state resulting from a noxious stimulus (fear) for stimu-
lus generalization between the two to occur.

INTRAINDIVIDUAL AND INTERINDIVIDUAL DIFFERENCES

We can expect personality factors, cultural factors, learning, and
physiological states all to play their parts in determining the level at
which arousal tonus is maintained. Consequently, the rate of arousal
potential that is optimal can be presumed to vary widely from indi-
vidual to individual and from occasion to occasion.

The quantities of excitement, emotional intensity, motor activity,
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and environmental vicissitude that can be tolerated by the New York
taxi driver and the Balinese farmer, the mercurial Sicilian and the
dour Scot, the stunt pilot and the weekend angler, the town mouse and
the country mouse will clearly differ. The Andalusian fiesta and the
Pleasant Sunday Afternoon movement have, in all likelihood, few
common devotees. The front-line soldier can adjust himself for months
or years on end to a background of unremitting alertness that prepares
him to run for cover at a moment's notice; most wild animals and
many primitive human societies have had, no doubt, just such a
condition as an inseparable part of living. But human beings in other
circumstances may be shattered by a few minutes of mild tension.

We can picture the tonus level of arousal as creeping upward or
downward if a level above or below an earlier tonus level is sustained
for some time. How much arousal potential of a particular kind an
individual will tolerate depends not only on the level of arousal
tonus but also on how promptly and easily he has been able to as-
suage the arousal induced by similar conditions in the past.

Intraindividual Changes

That susceptibility to arousal may be blunted, not only by pro-
longed presentation of one stimulus, but also by a succession of dif-
ferent situations with appreciable arousal potential, is indicated by
several experimental findings.

Kratin (1959) experimented with human subjects in a drowsy state,
characterized by relatively slow and irregular EEG waves. It will
be recalled that in such a condition a rise in arousal is marked
by a brief appearance of alpha activity rather than by alpha suppres-
sion. When a tone of a particular pitch was sounded repeatedly, the
alpha bursts grew gradually shorter and finally failed to appear, as
one would expect. They were restored, however, when a tone of a
different pitch was unexpectedly introduced. After a series of such
changes in pitch, new tones could no longer evoke a rise in arousal
except now and then in a weak form.

Hudson (1950) found that rats would show a mild but unmistakable
tendency to avoid a novel visual pattern, even when there was no
shock involved. He compared the behavior evoked by such a pattern
in two groups, one of which had a succession of miscellaneous novel
objects placed in their cages for twenty-four hours at a time be-
fore being introduced to the critical pattern. This treatment sig-
nificantly reduced avoidance of the latter. Exposure to novel objects,
even though they bear no special resemblance to one another apart
from being novel, can evidently depress sensitivity to novel stimuli
in general.
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We may recall the experiments of Dember, Earl, and Paradise and
of Williams and Kuchta, which showed how rats develop a preference
for increasingly complex stimulation with continued exposure to an
experimental situation (see Chapter 5).

Similar effects are familiar in human beings. Earl (1957) provides
us with an illustration. Children were set the task of arranging colored
wooden blocks to reproduce certain printed patterns. The patterns
were subjected to an elaborate scaling procedure which associated a
measure of "complexity" with each of them. The subjects were also
required, at various times in the course of the experiment, to scale them
for the amount of "fun" they yielded. The degree of complexity that
was shown to be preferred by this technique rose as the children
had more and more experience with the task, and so it looks as if
a degree of complexity that would initially have produced supra-
optimal arousal can become optimal as experience of a situation ac-
cumulates. An analogous experiment revealed that the distance from
which the children most liked to throw darts at a target increased with
practice at the task. These experiments are reminiscent of a whole
host of experiments on level of aspiration. Here the goal that an
individual sets himself is located near the upper limit of his ability,
at a point where he has something like a 0.5 chance of attaining it,
and the individual becomes more and more ambitious as practice
improves ability.

These changes in level of aspiration, like the changes in preference
noted by Earl, might appear amenable to a different explanation.
Since human beings generally receive more reliable and more copious
rewards for more difficult achievements, the level of aspiration or
preferred task may be the one that maximizes the expectation of re-
ward, i.e., the amount of reward that would result if the task were
successfully completed multiplied by the subjective probability of
success. Even when subjects attempt something for "fun" or for "their
own satisfaction," it could be claimed that the increase in reward
value with difficulty comes by generalization or association (secondary
reward value) from past occasions on which social or material re-
wards have been won by aiming high and succeeding.

These factors will, without doubt, play their parts, and it is hard
to test their adequacy as an explanation without finding, or planning
to have available, persons who have never been encouraged to over-
come difficulties. But the fact that rats and primates will undertake
equivalents of puzzles and feats of daring when there is no correlation
between success and external reward and the fact that many a human
artist, scientist, thinker, and explorer has embarked on intractable
enterprises with every sign of indifference to fame and fortune argue
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for some endogenous source of reinforcement. As Hebb (1953, 1955)
has maintained, it looks as if there is a "positive attraction of risk
taking, or mild fear, and of problem solving, or mild frustration."
We suggest that the reinforcement for these activities comes from
arousal jags, and that the tasks most challenging—which make
one wonder whether they can be handled or not—are those which
produce just the right amount of arousal and anticipated arousal re-
duction. The degree of complexity or difficulty that falls within the
right range will surely mount higher and higher as the individual's
sophistication grows (Dember and Earl 1957).

Personality Traits

Two traits with which specialists in personality theory have of
late been concerning themselves and which certainly sound relevant
to our inquiry are intolerance of ambiguity and simplicity-complexity.
The former was introduced by Frenkel-Brunswik (1949), who de-
picted the individual with high intolerance of ambiguity as marked
by "a preference for familiarity, symmetry, defmiteness and regularity"
and also by "a tendency toward black-white solutions, oversimplified
dichotomizing." The trait is generally found to a high degree in per-
sons who have been reared with strict, unexplained discipline and
who have accordingly developed strongly ambivalent feelings toward
parents. They are disturbed by any stimulus object that is apt to
arouse opposite emotions or has properties that place it midway
between familiar categories. They react characteristically with preju-
diced, stereotyped, all-or-none evaluations or classifications, ignoring
facts that do not accord with them. For example, when they are shown
a series of drawings in which a cat gradually changes into a dog,
they persist in perceiving a cat long after other persons would notice
anomalies.

Block and Block (1951) exposed subjects to the autokinetic effect
(the illusion which makes a point of light in an otherwise darkened
room appear to move) and found that the subjects who were quickest
at establishing norms (i.e., at imposing regularities of extent and
direction on the illusory movement) were those liable to "overcontrol."
They tended to "bind their tensions excessively," to keep their mo-
tivational impulses bottled up. Eysenck (1954) cites evidence that
intolerance of ambiguity, measured by Frenkel-Brunswik's methods, is
correlated with "tough-minded" attitudes toward social and political
questions, which, he argues, are indicative of extraversion. V. Hamilton
(1957) tested neurotic and normal subjects with a series of tasks that
involved placing objects in either of two categories. He found that
hysterics and obsessive-compulsive patients were more liable to in-
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tolerance of ambiguity than sufferers from anxiety states or nonneu-
rotics, as evinced by a reluctance to give responses such as, "May be
either; I can't decide which." Finally, there appears to be a positive
correlation between tolerance of ambiguity and self-confidence (Guil-
ford, Christensen, Frick, and Merrifield 1957).

The simplicity-complexity dimension has been identified by factor
analysis of preferences among visual forms (Eysenck 1941, Barron and
Welsh 1952). Eysenck (1941, 1947) found that the aesthetic tastes of
extraverts lean toward simple, regular polygons with few sides and
simple, brightly colored, modern paintings; introverts tend to like
complex, irregular, many-sided polygons and paintings in the academic
manner with abundant detail and less vivid coloring. Barron's (1952,
1953) investigations, which combined an aesthetic-preference test
with various tests of personality, represent the individual who is
partial to simple, symmetrical, regularly predictable patterns as one
likely to control his impulses by repression, to be subservient to
authority, and to conform to established social norms. The partisan of
complexity is more likely to be capable of expressing his impulses
and thoughts freely, to show independence of judgment when he
finds himself in a minority, and to hold "tender-minded" beliefs (which
Eysenck links with introversion).

It is plain that those who have been studying these traits do not
agree at all points. To what extent the various tests that have been
labeled alike actually measure the same things and how best to
describe what each one measures are matters which can be and have
been hotly debated. Nevertheless, the data we have cited indicate
that ambiguity and complexity are, in some way, associated with, or
equivalent to, anxiety, and that those who have difficulty in tolerating
anxiety, especially anxiety coming from their own sexual, aggressive,
and other potentially antisocial impulses, will likewise have difficulty
in facing ambiguity or complexity. Their failure to achieve rational,
flexible control over these impulses yields them up to the drastic,
exaggerated control of repression.

Ambiguity could conceivably become associated with anxiety be-
cause social disapproval or other unfortunate consequences have fol-
lowed failures to classify situations promptly and accurately. Training
in childhood might build up a connection between ambiguity or com-
plexity and disorderliness, untidiness, dirt, rebellion, or lack of self-
control, which would become associated with anxiety as a result of
the parental disapproval that they incur. But the general picture is
also compatible with our hypothesis that fear, complexity, uncertainty,
and conflict all contribute to a common fund of arousal.

Ultimately, the only effective way to deal with ambiguity is to
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procure additional information through exploratory and epistemic
behavior, but this means that the conflict must be faced and borne
for a while. The conflict can be relieved more quickly by turning away
from, or refusing to attend to, the troublesome stimuli, but it will then
be apt to recur. The alternative is analogous to that offered by other
drive states. Physiological needs can be gratified impulsively, but at
the cost of baleful consequences, or gratification can be postponed
in accordance with Freud's "reality principle," until it can be under-
taken more safely. Fear can be assuaged rapidly by a variety of
devices from alcoholic intoxication to self-deception, but the only
hope of removing it permanently usually lies in eliminating or adapt-
ing to whatever caused it—and this takes time.

Physiological Measures

There are, of course, a number of distinct ways in which the func-
tioning of arousal could differ from one individual to another (or
from one period to another within an individual's lifetime). The fol-
lowing are the most obvious ones, coupled with physiological measures
that may be supposed—in some cases very tentatively indeed—to
reflect them.

1. The prevailing level of arousal: rarity and rapidity of EEG alpha
waves (Saul, Davis, and Davis 1949, Gastaut 1954) or various
indexes of activation of the sympathetic nervous system (Wenger
1941).

2. Lability of the level of arousal: amount of spontaneous fluctua-
tion in EEG waves (Gastaut 1954) or palmar conductance (Mundy-
Castle and McKiever 1953).

3. The intensity of changes in arousal provoked by external stimuli:
rate and extent of changes in finger volume due to vasomotor re-
actions (Van der Merwe and Theron 1947).

4. The speed with which the organism recovers from an orientation
reaction: recovery rate of GSR (Darrow and Heath 1932).

5. The speed of habituation or extinction of the orientation reaction
with repeated presentation of a stimulus: rate of habituation of GSR
(Mundy-Castle and McKiever 1953).

There is some evidence, varying very much in conclusiveness, for
a link (positive for numbers 1, 2, and 3 and negative for 4 and 5)
between each of these and emotional instability or neuroticism (see
Eysenck 1953, Mundy-Castle and McKiever 1953). Several writers
have connected them with the degree of control that the cortex
exercises over lower centers, and so it is only natural for us to see
them as reflections of how effectively the cortex dominates the RAS.
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Defenses against Arousal

There must also be differences in the readiness with which indi-
viduals of differing temperaments will resort to various expedients
for relieving or staving off high arousal. It is, for example, widely
recognized that hysterics are addicted to repression. They react to
anxiety- or conflict-inducing facts about the outside world or about
their own make-up by failing to perceive them; in extreme cases,
this may lead to symptoms like hysterical blindness, deafness, anes-
thesias, and amnesia. This process seems like a caricature of selective
attention. In fact, Jouvet (personal communication), testing a patient
with hysterical anesthesia of the foot, found that subcortical potentials
corresponding to tactual stimulation of the affected foot underwent
the same kind of attenuation as would be produced by distracting
stimuli from another modality in a normal person (see Chapter 3).
This appears to indicate that the corticifugal mechanisms that block
afferent impulses in selective attention play an exaggerated role in the
symptoms of hysteria.

Dysthymics (introverted neurotics) spend more time than hysterics
examining a pencil maze before attacking it (Foulds 1951), which
points to a propensity for resolving conflicts by exploratory behavior.
The obsessive-compulsive patient is, as is well known, given to brood-
ing, to wondering and doubting, to pettifogging distinctions and
classificatory schemes—all of which amount to a morbid travesty of
the epistemic behavior that we shall be taking up in Chapters 10
and 11.

EXPLORATION, AROUSAL, PERCEPTUAL CURIOSITY,
AND LEARNING IN GENERAL

In this chapter and in earlier chapters, we have been considering
the conditions in which exploratory responses may be learned. We
must now touch on ways in which exploratory responses, and the
processes that underlie them, may contribute to the learning of other,
nonexploratory responses. This means raising a number of wider
issues which have, as yet, scarcely been skimmed by experimenters
but are likely to prove of the utmost importance for the further
understanding of learning in general. These questions show better
than anything else that the study of exploratory behavior is not a
self-contained speciality but something intertwined with many of
the most fundamental issues which are of crucial concern in psy-
chology.
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Exploratory Responses and Instrumental Learning

First, and most obviously, there are ways in which appropriate ex-
ploratory responses can facilitate, or even be a prerequisite for, the
acquisition of adaptive responses. Spence (1945) has pointed out
that an animal cannot be expected to solve a discrimination problem
unless his receptors focus on the features distinguishing the positive
from the negative cue. Ehrenfreund (1948) illustrated this point
with an experiment that compared the behavior in a Lashley jumping
stand of a group of rats for which the figures on the cards were at
eye level with the behavior of another group for which they were
not. The former group, as one would expect, learned much more
quickly to jump toward the right card.

Another illustration is embodied in Ruzskaia's (1958) experiment
on shape discrimination in children. The subjects were to learn to
press one key on seeing a triangle and another key on seeing a
quadrilateral, the correct response being reinforced by the sight of a
toy car coming out of a garage. Subjects in one group were left to
their own devices and showed little or no sign of mastering the task.
Other groups, instructed either to look at the upper parts of the
figures (which differentiated them most clearly) or to count the
sides while following the contours with their fingers, performed
better. Best of all was a group that was told to follow contours with
both fingers and eyes while counting the sides.

Similarly, the experiments of Zaporozhets (1954, 1958) on the de-
velopment of voluntary movements in children show how a child
must learn to expose himself to the important stimuli in a situation,
by performing the correct orienting responses, before he can learn
to carry out the correct instrumental or "executive" activities. The
children in these experiments were trained to press a number of
keys in a succession corresponding to a series of signal lights, or to
push a toy car through a maze. The children would spontaneously
perform orienting responses to acquaint themselves with the principal
features of the apparatus and could, in fact, only with difficulty be
restrained from performing them. In the younger children, touching
and feeling movements of hands and fingers were most prominent,
but with increasing age, these were replaced in large measure by
movements of the eyes. The more time the children spent on pre-
liminary inspection, the fewer the trials needed subsequently to master
the actions imposed by the tasks. Methods of directing them, by
verbal instruction, to the most efficient forms of orientation were
found to speed up the learning process considerably.

Since exploratory responses must correspond to the spatial and
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temporal arrangement of a set of stimuli and yet can occur in the
absence of the stimuli, they are ideally suited to perform a symbolic
or representative function. In this capacity, they can be used to plan
or rehearse a series of actions in situations like those studied by
Zaporozhets or in the course of learning a stylus maze (Zinchenko
1958). They can also supply internal stimuli to make discrimination
easier (supplementing primary with secondary stimulus generaliza-
tion), as in Ruzskaia's experiment.

A large number of writers have observed the phenomenon known
as vicarious trial and error (VTE). It occurs when a human or animal
subject is faced with two stimulus objects in a simultaneous-discrimi-
nation experiment, and it takes the form of turning the eyes, the
head, or the whole body toward the two stimulus objects in alternation.
To an observer, the subject seems to be weighing the situation,
acquainting himself with the properties of the stimulus objects, and
considering the alternative responses in turn. It seems reasonable to
suppose that this process helps the subject to discriminate between
the positive and the negative stimuli. The VTE evidently qualifies as
orienting behavior, and it is evoked by a situation that can be expected
to induce conflict. The evidence on whether it actually facilitates
learning or is merely a by-product with no special function is, how-
ever, inconsistent and inconclusive (see Goss and Wischner 1956).

There is, however, an instructive experiment by Phillips (1957)
that shows how orienting responses can improve psychophysical dis-
crimination. Her subjects were required to compare pairs of weights.
In some cases they were allowed to lift the weights one at a time
as often as they wished, and in other cases the number of times each
weight was lifted was prescribed by the experimenter. The proportion
of correct judgments increased with the number of lifting responses,
whether spontaneous or imposed.

Attention and Perceptual Learning

According to a theory that Piaget (1957, 1961) has been develop-
ing, there occur, between infancy and adulthood, a number of inter-
related processes that enable perception to become progressively more
objective and reliable, overcoming the distortions to which it is
inherently subject. These distortions are due, Piaget maintains, to
two characteristics of our perceptual equipment. The first is that
the stimulus field is not homogeneous; part of it is perceived more
clearly and vividly than the rest. Experiments show that stimulus ob-
jects to which we attend or, to use Piaget's term, on which we
"center," have their perceived dimensions overestimated (the so-called

219



error of the standard). Secondly, the direction of centering changes
from moment to moment in a more or less random fashion, so that
the various elements of the stimulus field dilate and shrink in turn as
we attend to one after another.

Some elements, e.g., those that are larger, will, however, attract more
centerings than others, so that they will undergo a net overestimation,
amounting to an illusion, in the subject's over-all impression of a
figure. Nevertheless, changes in centering will alter the appearance
of the figure from moment to moment and thus introduce incom-
patibilities between the properties that it seems to have at different
times. When the child becomes capable of retaining an impression
long enough to compare it with the one yielded by the next center-
ing, there will arise a state of "disequilibrium" or, as we should call
it, conflict.

The conflict, which we must regard as curiosity-inducing, will
prompt the strategy of attending systematically to the various parts
of the figure in turn, so as to make the distortions cancel out as far
as possible and to arrive at a more stable judgment. The benefits to
be gained through this strategy are an increase in the confidence that
we can place in the conclusions we base on our perceptions and an
increase in our ability to predict. In other words, the responses that
make up the strategy are reinforced by a reduction in uncertainty
or conflict and are thus learned.

Systematic changes in the focus of attention will, of course, be sup-
plemented later by locomotor exploration. When we are thinking of
buying a piece of furniture, for example, we all realize that it may be
judged differently according to the angle from which it is seen. So
we walk around it and look at it from a variety of angles and distances,
thus cutting down our uncertainty about our future reactions to it
and our chances of disagreeable surprises.

There are several pieces of experimental support for the theory.
There is a whole body of experimental data to show that certain
visual illusions become less pronounced with age. Especially significant
from our present point of view is Noelting's (1959) discovery that
adults, but not young children, will show a progressive decrease in
the Miiller-Lyer illusion with massed practice, even though they are
given no information by the experimenter about the accuracy of
their judgments, and no other obvious rewards or cues are provided.
In this experiment, the subjects have no way of comparing the ap-
parent sizes of the parts of the figure with the objective sizes, but
they can compare the apparent sizes at different times. While several
explanations for the result could no doubt be offered, they are
compatible with the assumption that inconsistencies between the
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impressions received with successive centerings create a state of con-
flict, and that this prompts the learning of systematic changes of
focus such as will minimize the inconsistencies.

Studies carried out by Vinh-Bang (Piaget and Vinh-Bang 1959)
with an apparatus for filming eye movements show that the dis-
tribution of orienting responses is correlated with the direction and
extent of an illusion. For example, with two vertical lines placed
one above the other, about 80 per cent of his subjects concentrated
most of their fixations on the upper line and tended to overestimate
the length of that line. On the other hand, the minority of subjects
who divided their fixations about equally between the upper and the
lower line were relatively free from illusion.

It appears, however, from other experiments that the relevant center-
ings can be central attentive processes rather than eye movements.
Fraisse, Ehrlich, and Vurpillot (1956) showed that the overestimation
that constitutes the error of the standard will apply to a visual ele-
ment on which attention is concentrated, even when that element
is not being fixated but stimulates the peripheral retina. And Pritchard
(1958) has shown that familiar visual illusions are still present when
a figure is made to move about with the eyes and its appearance is
thus completely unaffected by changes in fixation.

Perceptual Curiosity and Conditioning

A more general question concerns the role that the motivation
underlying exploratory behavior may have in learning in general.

The question has been raised in especially challenging terms by
Woodworth (1958). This writer recognizes a phenomenon that he
calls "sequence learning." It occurs when a stimulus, Si, is frequently
succeeded by another stimulus, S2, and the subject learns to execute
some response in preparation for S2 during the interval between Sx

and S2. He does not claim that all learning conforms to this paradigm,
but it seems to fit classical (Pavlovian) conditioning, instrumental
(operant) conditioning, and paired-associate rote learning, among
other instances.

At the beginning of the process, Sl5 according to Woodworth, evokes
something equivalent to a question like "What's that?" or "What's
next?" or "What does Sx portend?" It arouses a "questioning set," a
"readiness for some unknown S2," an "indefinite expectancy of some-
thing more to follow." When S2 appears, it gives the answer to the
question and transforms the indefinite into something definite, and this
phase of the process provides the reinforcing factor that establishes the
learning.

It is easy to identify the state that is induced by Sx according to
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this theory as an increase in arousal and, in particular, of the
variety that we are calling perceptual curiosity, since it is removed
by the receipt of S2. And, although we must look to the future to
exploit the rich experimental potentialities of Woodworth's sug-
gestions, there are already several facts that speak in their favor.

Many students of classical conditioning have observed that the
original reaction to the conditioned stimulus usually consists of
orienting behavior, which is replaced, as reinforced trials succeed one
another, by conditioned orientation in the direction of the uncondi-
tioned stimulus and then by the specific conditioned response. In
an instrumental-conditioning situation, e.g., when an animal has to
learn to press the bar in a Skinner box, the first reaction takes the
form of sniffing about and, when a few rewarded bar pressings have
occurred, especially in the neighborhood of the bar. This exploratory
behavior disappears as the instrumental response becomes firmly
rooted. And in more complex situations, when an animal receives,
and has to respond appropriately to, a chain of stimuli, the various
links in the chain first elicit separate orienting responses, and then
the orienting responses to all but the last link gradually drop out
(Anokhin 1958).

Recently developed techniques for recording the implicit compo-
nents of the orientation reaction supply more direct evidence. When
a neutral sound (as conditioned stimulus) is closely followed by the
application of heat, cold, or electric current to the skin or verbal
instructions to press a button (as unconditioned stimulus), the first
effect is a reemergence or strengthening of the orientation reaction
to both conditioned and unconditioned stimuli, manifested by the
vascular component (Vinogradova 1958) and by the GSR (Sokolov
1958). The orientation reaction subsequently disappears and is sup-
planted by the conditioned adaptive, defensive, or motor response.

Observations of the bioelectric activity of the cortex during con-
ditioning (see Buser and Roger 1957, Fessard and Gastaut 1958)
have frequently shown that the conditioned stimulus first evokes
desynchronization (activation) all over the cortex, which can be
recognized as part of the generalized orientation reaction, dependent on
the brain-stem RAS, and which continues through the duration of
the unconditioned stimulus. In later trials this is replaced by a localized
desynchronization (in the area corresponding to the unconditioned
stimulus) which we may identify with the localized orientation reac-
tion dependent on the thalamic reticular system.

Facts such as these have led many writers, both Eastern (e.g.,
Anokhin 1958, Sokolov 1958) and Western (e.g., Jouvet 1958), to
conclude that the orientation reaction is, in some way, essential to
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the structural changes that underlie learning. Nobody is yet in a
position, of course, to state exactly how it may do so. It must be noted
that the orientation reactions in question are generally short lived, al-
though they may outlast the evoking stimuli by a few seconds. Their
prompt cessation may thus, in accordance with our assumptions, have
a reinforcing effect.

Some recent observations of Paramanova (1958) and Vinogradova
(1958) make it necessary, however, to qualify the conclusion that
conditioning cannot occur in the absence of an orientation reaction.
These experimenters found that a conditioned defensive or motor re-
sponse could occasionally be built up in a human subject who was
drowsy and showed no signs of heightened arousal. In such excep-
tional instances, the conditioned response presented some peculiar-
ities. It possessed an unusual mechanical character: it was abnormally
invariable in form, had a short latent period (becoming longer in
later trials), and grew up very slowly. Most interesting of all, the
subject did not notice the conditioned stimulus, and the conditioned
motor response seemed to him inexplicable and involuntary.

Many writers have stressed the key function of verbal responses in
those forms of behavior that we call "conscious," "voluntary," or "ra-
tional." It seems that the importance of orienting responses in this
connection also ought not to be overlooked. Lisina (1958) was able to
train human subjects to control their normally involuntary and uncon-
scious vascular responses with the help of orienting responses and selec-
tive attention directed to appropriate cues. They learned to dilate the
blood vessels of the hand in response to shock, a reaction running
counter to the natural defensive vasoconstriction response (see Chap-
ter 4), and to produce vasoconstriction and vasodilatation at will in
response to instructions from the experimenter. The former feat was
accomplished by letting subjects see the recording pen of the plethys-
mograph, whose fluctuations, they were told, represented some aspect
of the working of their bodies, and then switching off the shock as
soon as vasodilatation occurred. The second was accomplished by a
course of training in which subjects had vascular reactions explained
to them and were taught to distinguish the sensations coming from
their own vasoconstriction and vasodilatation.

We urgently need studies of the relations between arousal and as-
pects of other forms of learning beside classical conditioning. It has
been shown in Anokhin's laboratory (Anokhin 1958) that the vaso-
motor components of the orientation reaction are elicited by stimuli
with which an instrumental response (running to one of two food
trays) is becoming associated.

In an experiment performed by Lat (1957) in Czechoslovakia, rats
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were trained to obtain food by pressing a lever and to escape from
electric shock by jumping onto a vertical grille. There was a positive
correlation between the speed of acquiring these instrumental re-
sponses and strength of the orientation reaction, judged by mobility in
a novel environment and by frequency of the "rising reaction" in
response to novel stimuli. EEG and GSR indexes of arousal have been
recorded while subjects were exposed to lists of nonsense syllables
(C. H. Brown 1937, Obrist 1950). Both indexes have higher values
when subjects are set to learn than when they are not. GSR amplitudes
are positively correlated with the learning rates of individual subjects,
and more intense GSRs accompany the syllables coming toward the be-
ginning and the end of a list (which are the ones learned most quickly).
A syllable evokes the most pronounced alpha-wave suppression and
GSR when the subject is just starting to recall it (Obrist 1950 and
personal communication).

Perceptual Curiosity and Latent Learning

The learning situations that call most pressingly of all for an exam-
ination of the part that perceptual curiosity may play in them belong
to a class that has been a source of trouble among learning theorists,
especially for those who espouse S-R reinforcement theory. According
to this type of theory, the only experiences that can promote the
learned strengthening of a response are those in which (1) the re-
sponse in question is performed, and (2) it is closely followed by a
rewarding state of affairs, commonly taken to mean some kind of
drive reduction. In the experiments to which we are referring—the
so-called latent-learning experiments—at least one of these conditions
seems not to be fulfilled.

Most of the relevant experiments have been concerned with latent
learning in mazes (see Thistlethwaite 1951). The basic design has been
put through an enormous range of variations, but it comprises a train-
ing phase and a test phase. In the training phase, the animal is given
an opportunity to acquaint himself with the layout of the maze either
with no extrinsic motivational and incentive conditions or with dif-
ferent ones from those which will be operative in the test phase. The
crucial response pattern—running along a particular path—thus oc-
curs among others in the training phase, but there is no obvious factor
present to strengthen it more than the others. The test phase then
shows that the crucial response has nevertheless been made more
likely to occur as a result of the experiences furnished by the training
phase.
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There are plenty of experiments to show that latent maze learning
can occur in the rat, which is embarrassing for those whose theories
are not built to assimilate it. There are also plenty of experiments in
which latent learning fails to occur, which militates against com-
placency on the part of those whose theories are all too ready to digest
it. Human beings can certainly make use of information that they have
absorbed in the course of casual experiences in the past, when they
were differently motivated. But there are also many stimuli that they
do not "notice" or do not "pay attention to" and from whose reception
they are consequently unable to benefit on future occasions. This is,
in fact, precisely the problem of incidental learning and attention in
remembering that we examined in Chapter 3.

It is necessary to assume that, during the training phase of a latent-
learning experiment, an animal is acquiring a set of implicit, symbolic
habits that represent the spatiotemporal relations between the stimuli
coming from the different parts of the maze. But where does the re-
inforcement for these responses come from? Several writers have con-
sidered the possibility that it comes from the reduction of curiosity.
Unfortunately, however, although changes have been rung with quite
astonishing ingenuity and fertility of imagination on the latent-learning
experiment, most of the variables that influence curiosity have been
strangely neglected. A fresh look at latent learning from this point of
view certainly seems to be due.

There is a conclusion suggested by the literature (Spence and
Lippitt 1940, Spence and Lippitt 1946, Thistlethwaite 1951) that may
be worth noting. It appears that latent learning is more likely if the
animal is satiated during the training phase than if he is subject to a
strong drive, differing from the one that will be present during the
test phase. Could this be because the drive maintains arousal at a high
level and thus prevents or attenuates the arousal reduction that accom-
panies the inspection of the stimuli? This factor could possibly explain
why stimuli that do not contribute to the completion of the task on
hand are so often not remembered by human beings.

One kind of latent-learning experiment is of particular interest be-
cause it illustrates latent learning in a singularly simple and neat form,
and because a response becomes associated with a stimulus without
ever having previously occurred in the presence of that stimulus. The
process is known as sensory preconditioning in the West and as "the
formation of temporary connections between indifferent stimuli" in
the U.S.S.R.

The experimental design requires three phases. In phase 1, two neu-
tral stimuli, Si (e.g., a sound) and S2 (e.g., a light), are presented sev-
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eral times in close succession. In phase 2, a response, Rx, is attached
by one of the recognized conditioning procedures to S2. In phase 3,
the test phase, Sx is presented alone and is found to evoke Rx. This
kind of experiment has been successfully performed with dogs (Brog-
den 1939, Rokotova 1952), monkeys (Rokotova 1954), and human
beings (Brogden 1947, Coppock 1958, Lebedinskaia 1958).

Various writers have proposed an explanation for the phenomenon
along the following lines. It is assumed that S2 originally evokes some
kind of response, R2, possibly implicit, which produces distinctive in-
ternal stimulation. In phase 1, R2 would become conditioned to Sx.
In phase 2, the overt response, Rx, would become conditioned not only
to S2 but also to the feedback stimuli due to R2. When Si occurred
in phase 3, Rx would be evoked through the intermediary of R2 and
the feedback stimuli resulting from it.

Several predictions from this kind of theory have been verified
(Wickens and Briggs 1951, Coppock 1958), but the precise nature of
the supposed mediating response, R2, has been elusive. Now, the re-
ports of Russian experimenters suggest strongly that orienting responses
may perform this function. These reports generally stress that, in
phase 1, Si invariably comes to evoke a conditioned orienting response
directed toward S2, and Lebedinskaia (1958) found, in fact, that sen-
sory preconditioning could be obtained in young children only when
conditioned orienting responses were in evidence.

Quite apart from overt orienting responses, the central correlates of
orienting behavior may serve as the basis for a learned association
between two stimuli. As was mentioned earlier in this chapter, a neu-
tral stimulus, such as a sound, that regularly precedes a neutral stim-
ulus from another modality, such as a light, acquires the power to
elicit localized EEG activation patterns in the cortical area correspond-
ing to the latter.

We are still left, however, with the more troublesome problem of
whether contiguity is sufficient to establish an association between
two stimuli and, if not, what supplies the reinforcement. Some of the
most indomitable defenders of the S-R reinforcement position (e.g.,
Wolpe 1950) have argued that all stimuli must, to some extent, have
drive-inducing properties. In Wolpe's view, they will all produce the
"central neural excitation" that is common to all drive states. This
being so, termination of a short-lasting stimulus, e.g., S2 in phase 1
of a sensory-preconditioning experiment, will necessarily entail drive
reduction and thus reward.

Such hypotheses have been dismissed as far fetched and strained
by theorists of other persuasions, but they may not be so far from the
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truth after all. We know by now that the onset of any stimulus is likely
to evoke a transient orientation reaction, and the relatively swift dying
down of the increase in arousal should, if our assumptions are correct,
have a rewarding effect. At any rate, this explanation yields a large
supply of testable predictions concerning the stimulus properties that
should be most conducive to sensory preconditioning.
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Chapter 9

ART AND HUMOR

The highly variegated human activities that are classed as art form
a unique testing ground for hypotheses about stimulus selection. They
consist of operations through which certain stimulus patterns are made
available, and so they must unhesitatingly be placed in the category
of exploratory behavior. The creative artist originates these patterns,
the performing artist reproduces them, and the spectator, listener, or
reader secures access to them and performs the perceptual and intel-
lectual activities that will enable him to experience their full impact.
The existence of these forms of behavior and the nature of the stimulus
patterns round which they center raise problems that nobody inter-
ested in exploratory behavior or in the principles governing behavior
in general can afford to ignore, whether or not he has any interest
in the arts as such.

Aesthetic behavior differs from the exploratory activities that we
have examined in earlier chapters in its elaborateness and in the high
esteem with which it is regarded. But there are also deeper differences,
arising from the fact that art, unlike most exploratory behavior, has a
communicative function.

The word "communication" is often used loosely for any form of
information transmission. Information theory was, in fact, originally
called "communication theory" (Shannon and Weaver 1949), and cy-
bernetics has been defined as the "science of control and communica-
tion" (Wiener 1948). We may, as we have seen, speak of information
being transmitted whenever events in one system have some above-
chance degree of correspondence with events in another system. This
covers an enormous range of phenomena, and either or both of the sys-
tems involved may be machines or other inanimate structures.

It seems best, however, to reserve the word "communication" for
certain special cases of information transmission occurring between
living organisms. The best characterization of them is that given by
Mead (1934). One organism performs a response which gives rise to
stimuli affecting the behavior of another organism. But, according to
Mead's formulation, communication cannot be said to have taken
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place unless the signal has the same meaning for the originator as for
the recipient. What this amounts to is that responses that are in some
measure similar to those evoked by the signal in the recipient must
occur in the originator; the originator in some way shares or antici-
pates the effect that his communication will have. In human beings,
this often takes the form of an implicit representation of the recipient's
reaction.

The content of art can range over virtually the whole scope of
human communication. It may be used as a source of information
about the appearances of objects, the course of historical events, the
workings of human nature, as a means of effecting moral improvement,
as a vehicle for propagating religious, political, or philosophical ideol-
ogies. Art is, however, distinguished from other forms of communica-
tion by the importance of an element that Morris (1946) brings
to our notice, namely the communication of evaluations. The audience
of a work of art is made to regard something as important, pleasing, or
beautiful, to accord it a "preferential status" as a stimulus competing
for control over behavior, a concept which extends over what we have
called attention and affective value. The object of these evaluations
may be the work of art itself or whatever is depicted or referred to in
the work. But if the word "communication" is to be justified, the crea-
tive artist and the interpretive artist must value the content and the
form of their product as they intend the audience to value it. This is
what is called "sincerity" or "integrity."

This element of shared evaluation helps to simplify our problem. It
means that the contributions of the creator, the performer, and the
audience of a work of art, despite the obvious differences between
the overt actions that they comprise, must, at least in some measure,
be actuated by common motivational factors and reinforced by com-
mon sources of reward value. We are therefore justified in looking for
motivational factors in connection with artistic behavior in general.

While human beings may produce art and expose themselves to it
for an endless variety of reasons, collative variables must play their
part, as they do in all forms of exploratory behavior. They underlie, in
fact, what is commonly called the "formal" or "structural" aspect of art.
Art is, of course, not a phenomenon with sharp boundaries. Any com-
municative process or, indeed, any human activity can be carried out
artistically, if the originator and the other affected individuals are
similarly rewarded by its collative properties.

The study of aesthetic behavior has gone on for many centuries, but
its present state can hardly inspire pride. Almost every contemporary
writer on aesthetics feels entitled to make a fresh start, as if nothing
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had yet been settled for good and all. Nevertheless, many of them end
up reformulating age-old generalizations that have a great deal of
truth in them but leave a host of enigmas outstanding. There seem
to be several reasons for this sorry situation:

1. Although there has been quite a sizable body of experimental
work on aesthetics, some of which we shall consider in due course, it
has mostly concerned itself with simple forms. Techniques of classi-
fication and measurement that would permit experimentation to be
extended to more realistically complex material have been lacking.
The detailed analysis of individual works to illustrate and support
theories has, therefore, been a common recourse among critics and
psychologists alike. But this method, while indispensable as a stopgap,
suffers from all the drawbacks of the case history; there are, in par-
ticular, the dangers of biased sampling and of overlooking alternative
hypotheses that might fit just as well.

2. Most students of experimental aesthetics have measured aesthetic
value by questioning subjects and having them indicate verbally which
stimulus patterns they prefer. It is often assumed that those are the
patterns to which they would most probably expose themselves if
given the choice. This is, however, a dangerous assumption and one
without firm empirical support.

Berlyne (unpublished) showed subjects the patterns depicted in
Fig. 4-5 in a random order, interspersed with the much more complex
patterns that were used in the second experiment on orienting re-
sponses. The subjects were asked to rate each pattern for "pleasingness"
and for "interestingness." There was a significant tendency to attribute
more pleasingness to the less complex or incongruous members of the
pairs in Fig. 4-5, and yet these were the ones that similar subjects
spent less time looking at (Berlyne 1958a). Likewise, among the very
complex patterns used in the other experiment, the less complex ones
were rated more pleasing, although there had turned out to be no dif-
ference in eye-drawing power between these and the ones accompany-
ing them. The more complex patterns in both series were, on the other
hand, generally judged more interesting.

3. Theories of art have rarely separated scientific from normative
questions. The question "What is art?" has rarely been confined to
description or explanation. It has generally been confounded with the
question of what constitutes good art or what is worthy of the name
of art.

4. Theories have almost invariably been one-sided. They have seized
on one of the numerous facets of art and treated it as crucial. The role
of content and that of form have, especially, tended each to receive
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emphasis to the exclusion of the other, often under the influence of
partialities of taste.

This one-sidedness has likewise marred the two most original and
valuable contributions of modern psychology to aesthetics. The Gestalt
school has concentrated on formal factors, recognizing that forms that
are conceded to have aesthetic value often resemble those toward
which everyday perception is biased and toward which many natural
phenomena are coaxed by configurations of physical forces. They have
consequently tended to neglect content. The Freudians, in contrast,
have pursued the analogies between art and the dream. Art, in their
view, serves to "assuage unappeased wishes" (Sterba 1940) which
have been frustrated and repressed, by affording them the substitute
satisfaction of disguised symbolic expression. This theory has inspired
many analyses of content but not accounted for the contribution of
form. Formal organization in general has been related to the psycho-
logical forces that keep unruly urges within bounds. But something
more detailed and quantitative than that is needed if we are to explain
a domain in which everything has to be just right and a little bit more
or less of this or that would turn an admired work into a failure.

5. Apart from the currents we have just mentioned, artistic behavior
has been studied in too much isolation. Unique as it is, art must have
points of contact with less august activities in both human beings and
animals. We must consider the relations between art and the humbler
phenomena (probably separated from it more completely in our cul-
ture than in most others) that are classed as "entertainment." Above
all, art needs to be related to animal behavior. Much has been made of
apparent rudiments of aesthetic appreciation in primates: their dance-
like games, their self-adornment, and the taste of some of them for
scribbling or smearing paint. Mention is also made of the use of bodily
coloring to attract mates in lower vertebrates, supplemented, in the
case of the bower birds, by architectural displays of twigs and flowers.
The most fruitful forms of animal behavior to examine for light on
aesthetics are surely, however, the very exploratory responses that
have been our concern in earlier chapters.

We cannot hope here to remedy all these defects or to construct a
comprehensive psychological theory of art. We shall merely consider
evidence that the principles we have pieced together from facts about
simple exploratory behavior are also operative in the production and
appreciation of art. We shall concentrate particularly on structural
factors and on ways in which collative variables contribute to them.
This does not mean that we wish to belittle the importance of asso-
ciative factors, conscious or unconscious.
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UNITY IN DIVERSITY

Attempts to capture the essence of formal beauty have, from the
philosophical writers of past centuries to the aestheticians of modern
times, given prominence to two principles: the one is represented by
such terms as "variety," "diversity," and "multiplicity" and the other by
such terms as "unity," "uniformity," "synthesis," "order," and "organiza-
tion" (see Gilbert and Kuhn 1953).

Some theories have stressed one of these principles and overlooked
the other. St. Augustine, for instance, in a way which is reminiscent of
some Gestalt-inspired views but does not accord too well with experi-
mental data on aesthetic preferences, regarded the circle as the most
beautiful of all geometrical figures because it possessed the most
equality. Alison, in the late eighteenth century, declared that equal-
sided figures are more beautiful than others because "the number of
their uniform parts" is greater, a principle which placed a circle above
an ellipse and a square above a rhombus, but an equilateral hexagon
above a square.

At the opposite extreme, Dubos gave predominant emphasis to the
expression of motion, Hogarth to the provision of variety, and Hem-
sterhuis to the evocation of the largest number of ideas in the shortest
time.

The great majority of theories have, however, used some expression
such as "unity in diversity" or "uniformity in variety," implying that
aesthetic satisfaction requires the presence of both principles in some
appropriate proportion. This idea is found in the writings of Descartes,
Hutcheson, Baumgarten, Moses Mendelssohn, and Fechner, as well as
in those of many later authors.

The principle of diversity can readily be identified with the con-
ditions which drive arousal up to high levels. It is associated with
variety and multiplicity, in which we can recognize two factors that
make for complexity, namely heterogeneity and numerosity of ele-
ments. It can evidently also embrace novelty, ambiguity, and surprise.
The opposing principle of order or organization seems, on the other
hand, to represent the conditions that make for clear-cut cortical re-
sponses that allow arousal to be moderated.

Our interpretation is supported by the ways in which several aesthe-
ticians of recent and less recent times have described the two opposing
principles and the effects that ensue when one of them predominates
unduly. For example, Gilbert and Kuhn summarize Descartes's view:
"That sensation or arrangement, interval or rhythm pleases which
neither bores nor fatigues. The extremes to be avoided are those of
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the confusing, intricate figure, laborious and tiring, on the one hand,
and of monotony and unfulfilled desire, on the other."

The two principal variables in BirkhofFs (1933) mathematical theory
of aesthetic value are complexity C and order O. C is closely related
to the "effort of attention" and consequent "feeling of tension" that con-
frontation with an object calls forth. These are attributed to the auto-
matic muscular adjustments in eyes, throat, etc., that are necessary for
perception. We may identify them with the orienting movements and
generalized muscular tensions that accompany high arousal. Birkhoff
relates O to the largely unverbalized associations that result from cer-
tain properties of the object, such as symmetry, repetition, and se-
quence.

Graves (1951) concurs with our own conjecture that complexity or
diversity excites through some form of conflict: "Conflict is the aes-
thetic conflict or visual tension between opposing or contrasting lines,
directions, shapes, space intervals, textures, values, hues. . . . Visual
conflict or tension, also called opposition, contrast or variety, is used
to produce stimulus or interest." He goes on to explain how "unity
demands that the conflict be resolved and integrated by dominance,
the principle of synthesis. This integration is effected by subordinating
the competing visual attractions to an idea or plan or orderly arrange-
ment." Dominance is achieved when one quality—a hue, line, or shape
—occupies appreciably more of the design than others.

We thus find aestheticians arriving at a view that parallels the one
to which our inquiry into simpler exploratory behavior has led us:
departing too far from an intermediate degree of arousal potential, up-
setting the balance between the factors that raise arousal and the fac-
tors that allay arousal, results in discomfort. Since the pursuit of
aesthetic enjoyment means deliberately seeking out stimulation and
excitement, we must suspect that a mechanism of the arousal-jag type
is in operation. This means that there must be some way of ensuring
that arousal is kept within bounds and that it is speedily brought down
again, a requirement fufilled by the order or organization element.

Some patterns seem to contain just the right amount of complexity
and rate of change for prolonged observation without boredom. Fire
and the sea are commonplace examples. Fechner (1876) cites others,
like the flapping of flags in the wind, the gyrations of flying birds, the
veining of marble. The incredibly intricate, nonrepresentational pat-
terns that cover the walls of Moorish buildings like the Alhambra in
Granada seem ideally suited for a society that did not have our pro-
fusion of light reading matter, radio, and television, but had long
hours of relaxed leisure to while away.
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AESTHETIC ORGANIZATION

The audience's reactions to a work of art include ones determined
by properties of stimulus elements, by relations between stimulus ele-
ments, and by groupings of stimulus elements. Thus, there is, first of
all, plenty of scope for competition among possible targets for atten-
tion and orienting responses. Then, even when one item or aspect of
the work has momentarily gained dominance over the central nerv-
ous system, we can expect clashes among alternative associations or
interpretations. The mastery of the artist has to mobilize all the devices
that can help to control the potential chaos.

The first requirement is to establish a hierarchy of priorities, to de-
termine which items shall receive the major share of fixation and atten-
tion and which items (generally the same ones) shall be registered
first. Virtually all the variables that have figured in our earlier dis-
cussions of attention and orienting behavior figure in the artist's tra-
ditional armory. The main theme is played louder than the accom-
paniment; it is higher in pitch; it changes more rapidly and less pre-
dictably. The figure of principal interest is larger than secondary
figures, occupying the foreground in post-Renaissance painting, or
being simply depicted on a larger scale in earlier works such as Byzan-
tine mosaics. Once artists like Rembrandt or Caravaggio have dis-
covered the requisite techniques, intensity of illumination coerces the
gaze in the intended direction. The subject of a seventeenth-century
portrait wears a vividly colored and variegated costume, while the
background consists of a nebulous landscape or a drab and monotonous
drapery. Secondary figures play upon deeply rooted orienting habits
by looking toward, or pointing at, the area of prime importance. Loca-
tions are likewise chosen to take advantage of psychological laws, the
center and, after the center, the left-hand side carrying special weight
in a painting, and the beginning and end in a poem or piece of
music.

Attention is preempted for one quality by introducing the quality
repeatedly. A painting may be dominated by one area of the color
spectrum, by one shape, by lines pointing in one direction, a musical
work by one rhythmic, melodic, or harmonic motif or by one key.
A hue may appear in patches of contrasting form or a form in a
variety of sizes. A melody may be recognizable through alterations in
key, timbre, rhythm, harmonization, through inversion, augmentation,
and diminution. Instead of a quality, a relation may be repeated
through varying content, getting near to the mathematical notion of
an ordering. There may be harmonic or melodic progressions in which
intervals between notes are retained in a succession of higher and
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higher or lower and lower pitches. A form may be found in an ordered
series of sizes, luminous intensities, rotations, or translations. The seg-
ments of a tower may each exceed the length of the one below by a
fixed proportion.

Once these ends have been achieved, the structural scheme of the
work brings in other devices for keeping conflict and arousal within
limits. It molds sections of the work, or the work as a whole, into
grouped patterns which can be responded to as units, thus mitigating
complexity. Ambiguity is diminished by enabling individual com-
ponents to call out responses that are dictated by their membership of,
and status within, larger wholes. Arrangement according to a familiar
form means some degree of redundancy; acquaintance with part of
the pattern cuts down uncertainty about what the rest will be like.

A failure to carry out these functions provokes an acute feeling of
uneasiness. The juxtaposition of hues that are too close together in
the spectrum, the presence of two rectangles of only slightly differing
width in an architectural design, the simultaneous or successive sound-
ing of two notes a semitone apart, may clash or jar. The resulting dis-
pleasure cannot but remind us of how the need to discriminate be-
tween stimuli that are hard to tell apart produces experimental neu-
roses in animals. It seems that in handling aesthetic patterns also, the
nervous system requires to know whether one element is to be taken
as similar to or different from another. Otherwise, there is some kind
of conflict, which is, significantly enough, absent when other elements
make it clear that the two are meant to be regarded as different. There
need be nothing disagreeable about the juxtaposition of three neigh-
boring hues, a series of rectangles of gradually increasing width, a
chromatic scale, or many other harmonic or melodic progressions that
include the interval of a minor second.

RHYTHM

One of the foremost aids to artistic organization is rhythm, a term
that is sometimes used more or less synonymously with meter—the
pattern of accentuations at fixed intervals that forms a framework for
most music and verse. It sometimes has less definite meanings, refer-
ring to any pattern of stresses or any pattern of recurrences. There is,
for example, the rhythm of prose or the "sprung rhythm," with a vary-
ing number of syllables between stresses, that has appeared in recent
English poetry. In music, the word "rhythm" may denote the way in
which the total duration of a bar is distributed among notes, the ar-
rangement of notes around a stressed note, or the assembly of units
into larger wholes.
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The nearest equivalent to metrical rhythm in the visual arts consists
of cyclical designs like the Greek-key or egg-and-dart patterns. But
the word is often used by critics of painting whenever there are a
number of parallel repetitions, usually approximate, of a form, line,
color, or other quality. The human face, for instance, presents a rhythm
of duplicated convex-upward curves from eyebrows through upper
eyelids, cheekbones, and nostrils to the upper lip.

The appeal of rhythm is often attributed to periodic physiological
processes inside us or to our experience of cyclical processes in external
nature. But we may relate it to the problems we have been raising.
First, rhythm mitigates complexity, both by grouping stimulus ele-
ments into larger perceptual units and by weaving a thread of simi-
larity through continually changing stimulation. Secondly, it wards
off conflict between alternative groupings by introducing factors that
speak strongly for one of them. The deeply rooted demand for metri-
cal grouping in the face of monotony can be seen from the way in
which uniform pulses, like the ticking of a clock or metronome, are
heard with stresses on every second or third pulse. But these imposed
groupings are highly unstable and readily yield to one another spon-
taneously or through a voluntary effort.

Apart from these effects, rhythm helps to determine the location of
arousal relief. In music, the accented note is actually played louder
and possibly also dwelt on a little longer or heralded by a minute
pause. In the case of poetry, the reader's habits give the implicit re-
sponses to certain syllables an added intensity. Thus the accented
elements coincide with peaks of arousal and the intervening material
with relative relaxation.

The continuation of a rhythmic pattern generates the expectation
that it will persist in what is to follow. It causes the reader or listener
to build up an information space relating to later material. The com-
poser or poet is thus presented with an immense range of opportunities
for controlling arousal by conforming to or deviating from these
expectations, by choosing from the high-probability, low-information
regions or the low-probability, high-information regions of the space.
Richards (1952) attaches great importance to this aspect: "This tex-
ture of expectations, satisfactions, disappointments, surprises, which
the sequence of syllables brings about, is rhythm."

A repeated rhythm will induce a set in the reader or listener to per-
ceive stresses in the appropriate places, whether or not factors like
intensity, change, novelty, or surprise also favor these stresses. In this
way, a diminution in intensity or even a silence may receive accentua-
tion. Otherwise, a disparity between the stresses induced by external
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arousal-potential variables and those induced by internal accord with
expectations can be a rich source of complexity.

EXPERIMENTAL AESTHETICS

The work on the experimental aesthetics of simple visual forms that
began with Fechner's Vorschule der Asthetik (1876) tends to confirm
the view that some intermediate degree of complexity produces the
most pleasing effect and that extremes of simplicity or complexity are
distasteful. Witmer (1893) found ellipses (pace St. Augustine and
Alison) to be rated above circles by the great majority of subjects.
Several experimenters (see Woodworth 1938) have attempted to estab-
lish preferences of subjects among rectangles with different propor-
tions between the lengths of longer and shorter sides. The results show
considerable variability among subjects, practically every shape of
rectangle tried having some adherents. But there has been a consistent
tendency for preferences to cluster round the golden section, i.e., round
the rectangle whose shorter side, A, is 0.618 as long as the longer side,
B, so that A/B = B/(A + B).

The golden-section ratio also turns up when preferred divisions of a
straight-line segment are investigated. Angier (1903) showed his sub-
jects a horizontal line 16 centimeters long and instructed them to
move a dividing mark to whichever point, apart from the central
point, sectioned the line in the most pleasing way. The mean distances
along the line chosen by nine subjects were close to the golden sec-
tion on either side of the center.

Pierce (1894) used a black background bearing two 10-by-5-centi-
meter rectangles, 60 centimeters apart, with their shorter sides hori-
zontal. In the space between them, he placed varying numbers of
similar but movable rectangles and asked the subjects to arrange them
in the most pleasing way. When there was only one movable rec-
tangle, they generally placed it in a position representing the golden
section. There was a growing tendency, however, to produce sym-
metrical arrangements as the number of rectangles increased, yielding
to asymmetry once again when there were six or more. Legowski
(1908), on the other hand, who repeated the experiment with 10-by-l-
centimeter rectangles, failed to confirm these last findings, as his sub-
jects chose symmetrical patterns.

Although the golden section has evidently to compete with the rela-
tion of equality for popularity in some conditions, it has, ever since
classical times, been discussed by artists and used extensively in all
forms of fine and applied art (see Graves 1951). Experimenters have
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offered a variety of explanations, supported by their subjects' intro-
spections, for its attraction.

Pierce points out that equal spacing creates a monotonous effect
when there are too few or too many vertical rectangles; in the latter
case, the figure resembles a fence. Angier (1903) hypothesizes that
the eye sweeps along the longer segment of the line and then, in the
course of attempting a similar sweep along the shorter segment, it is
checked by the end point, which brings the antagonistic oculomotor
muscles into play. This process gives the shorter segment some sort of
added significance which makes up for its inferiority in length. It is
interesting to see Angier invoking something like frustration or sur-
prise or conflict, which we regard as equivalents of complexity in
heightening arousal value. Witmer (1893) saw the golden section as
a happy medium between too much and too little variety. Kiiipe
(1893) observed that, according to the Weber-Fechner law, the dif-
ference between A and B should appear equal to the difference be-
tween B and (A + B), and he attributed the pleasingness to this fact.

It is difficult to judge between these various suggestions without
more empirical analysis. But they concur in seeing the golden section
as a device for avoiding the displeasing effects of excessive homo-
geneity and excessive heterogeneity, a function expressed by its alter-
native name, the golden mean.

MATHEMATICAL AESTHETICS

Art is sometimes felt to belong to an exalted realm beyond the de-
grading touch of science and mathematics. But even those with the
superstitious fear that that touch may dissolve everything they prize
into a "collection of formulas"—a fear that would be repudiated by
many modern, Renaissance, and, no doubt, ancient artists—will con-
cede that art is essentially a matter of proportion, intensity, space, time,
and structure—all of them eminently mathematical concepts.

Birkhoff (1933) supplied formulas which allowed the values of
O (order) and C (complexity) for different materials to be calculated.
The complexity of a polygon is "the number of indefinitely extended
straight lines that contain all the sides of the polygon." The complexity
of a vase outline is the number of "characteristic points" on which the
eye can rest. The complexity of a melody is the number of notes it con-
tains. That of a line of poetry is equal to the number of elementary
sounds in it plus the number of word junctures that "do not admit of
liaison." The formulas for O are rather more complicated and vary
with the medium. Points are given for such properties as symmetry
and horizontal-vertical orientation in polygons, repetitions, cadences,
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and melodic or harmonic sequences in music, rhyme, alliteration, and
assonance in poetry. Having devised procedures for allotting precise
values to O and C within the limited types of material that he con-
siders in detail, Birkhoff equates aesthetic measure M with the ratio
O/C. He bases this equation not on experimental data but on theo-
retical considerations and, apparently, his own tastes.

Since BirkhofFs expression for M is one which varies directly with
order, a factor that we have assumed to reduce arousal, and inversely
with complexity, which we have assumed to increase arousal, it seems
to represent something like a measure of simplicity or lowness of
arousal value. The facts that we have considered in this and previous
chapters would lead us to suspect that aesthetic reward value will
actually not be an increasing function of M but rather reach a maxi-
mum at some intermediate value of M, corresponding to an optimum
of arousal value. This is exactly what experimenters have generally
found when they have elicited aesthetic judgments of polygons, with
M values assigned to them, selected from BirkhofFs illustrations (R. C.
Davis 1936, Eysenck 1941). Agreement between preferences for poetic
excerpts and BirkhofFs M is somewhat better but by no means suffi-
cient to vindicate the theory.

Eysenck (1942), after reviewing the experimental data, suggests
that O X C would be a better expression for aesthetic value. This
expression reflects the fact that aesthetic value can be enhanced by an
increase in complexity or by an increase in order (a decrease in com-
plexity ) and the fact that extremely low C or O will make a form dis-
pleasing. Eysenck's measure could vary either directly or inversely
with arousal value, according to the weightings that are given to the
multiplicands C and O or, in other words, how they are scaled.

An ambitious mathematical model by Rashevski (1938) relies on
the assumption that distinct cerebral units are excited by different
stimulus attributes. In the case of polygons, for example, different
units are brought into play by horizontal lines, vertical lines, lines of a
particular tilt, and angles with a particular value. Ways are provided
for working out how much excitatory and inhibitory influence each
unit receives from the perception of a given figure, and such quantities
can be summed to yield a measure of the total excitatory effect, which
is identified with aesthetic value. Rashevski's measure sounds very
much like a measure of complexity, but it actually bears a curvilinear
relation to BirkhofFs M, reaching a sharply delineated maximum when
M is at an intermediate value.

If we are right in surmising that complexity, order, and similar
factors affect aesthetic value through their influence on arousal, we
can hardly expect simple equations to provide an adequate descrip-
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tion of the way they interact. Any quantities that we may use to rep-
resent the degree of complexity or order in a form must be related to
arousal; and, as we have seen, the two are likely to work in opposite
directions, making it impossible to deduce the precise intensity of
arousal resulting from various complexity-order combinations without
compendious research. Then, aesthetic value is, in its turn, bound to
be a nonmonotonic and rather complicated function of arousal, quite
apart from the contributions of other variables. These are, however,
problems that are signally amenable to experimental study. The utility
of information-theory measures and that of the physiological and other
indexes of arousal will, no doubt, repay investigation.

VARIATIONS IN TASTE

We have already seen (in Chapter 7) that certain temperaments
veer much more than others toward one or the other pole of the sim-
plicity-complexity or arousal-repose continuum. The same holds true
of certain ages and places. The art of all major civilizations shows
fluctuations between the classical ideals of serenity, tranquillity, and
discipline and the romantic taste for excitement, color, and drama.
But the exclusive cultivation of one extreme has been rare and usually
followed by a violent swing in the opposite direction. Be that as it
may, preferences for certain ways of intensifying arousal or for certain
ways of tempering it form essential ingredients of any way of life and
are thus bound to make up a weighty part of what an artist has to
communicate.

It is interesting to note how often an artistic style that breaks away
from its predecessor in the direction of much higher or much lower
arousal value develops some compensatory feature that tends to offset
its more extreme tendencies.

For example, the movement from the early Renaissance style through
high Renaissance and mannerism to baroque progressed steadily to-
ward more movement, drama, sinuosity, light, color, and ornamenta-
tion. The baroque work intentionally amazes with its continual de-
viations from the obvious, the straightforward, and the plain and by
the very scale of its pretensions. As his eye runs along a line, the ob-
server is left with a high uncertainty about what he will find around
the corner, and his expectations come in for some jolts.

Yet the same style has the characteristic that is sometimes referred
to as its monumentality: each detail, however extravagant, is sub-
ordinated to the impression of pomp and exuberance that derives from
the work as a whole. The features of a baroque painting are of less
importance individually than those of a Renaissance Florentine paint-
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ing. Each human figure is likely to be found in a posture that would
be meaningless and displeasing if it were alone. But it fits into the
unit)' of the over-all pattern and may very well not be noticed as a
separate entity at first. The artist thus tempers the bewilderment that
he stirs up by molding the components of his work into large units,
to which individual identifying responses can be attached, reducing
the psychological complexity. The initial effect may be one of over-
whelming intricacy and confusion, but perplexity is resolved as the
observer comes under the sway of the general texture and ceases to
attach undue importance to its whimsied details.

At the opposite pole, contemporary painting and architecture that
has come under the influence of the neoplasticist movement confines
itself to straight lines, right angles, bareness, and plainness—in fact, to
everything that would make for a depressing gauntness were it not for
the patches of bold color that obtrude themselves between expanses
of black, gray, and white. The ancient Greeks, often thought to rep-
resent the ultimate in contentment with pure abstract form, used to
paint their statues and the architraves of their temples in a way that
would nowadays seem garish.

The fatwe painters and neoclassicist musicians of the early twen-
tieth century repudiated the intricacies of texture and vagueness of
shape that were cultivated, in different ways, by their late romantic
and impressionist predecessors and resorted instead to relatively sim-
ple forms and lucid outlines. But while foregoing the arousal value
of ambiguity and complexity, they substituted the arousal value of
gaudy coloring with a preponderance of red, orange, and yellow, or of
violent rhythms, harsh harmonies, and the strident sounds of wind in-
struments, not to mention surprise and novelty.

BALANCE

One universally recognized requirement for a satisfying aesthetic
structure is balance. It is far from clear, however, that the term "bal-
ance" means the same to all who use it and, although it is surprisingly
easy to decide whether or not a given work has balance, there is not
much agreement on what it consists of or why it is so important.

Bilateral or reflexive symmetry, in which two halves contain the
same elements with spatial relations reversed, ensures balance, but it
is evident that balance can sometimes be achieved, and often more
satisfyingly, by a structure that is asymmetrical; the two halves, instead
of being identical, can be different but in some sense equivalent. Sym-
metry is, of course, usual in the architecture and the abstract design
of most cultures, although modern Western buildings and abstract
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paintings and Japanese dwelling houses frequently possess balance
without symmetry. Absolute symmetry in representational painting
and sculpture is exceptional; the composition often includes what we
may call quasisymmetry, the elements being similarly disposed on
either side of the center but differing in details of form or color. Bal-
ance between the contents of early and late parts is also possible and
held desirable in temporal artforms like music, poetry, and the novel.
It is, however, mainly in connection with visual forms that balance
has been most thoroughly studied and analyzed.

There have been a number of relevant experiments. One must be
careful not to build too much on their outcomes, as there is always an
enormous range of inter- and intraindividual variability among aes-
thetic judgments, even when applied to radically simplified material,
and comparatively slight changes in the emphasis of the instructions
and in the experimental arrangements can alter responses profoundly.
The factors that subjects mention in explanation of their judgments
are legion, and the early experimental psychologists who did this work
usually sought subjects among their colleagues, who may well have
been biased by prevailing aesthetic or psychological theories. Never-
theless, there are some recurrent findings that are illuminating.

Pierce (1894) used a number of combinations of figures on a black
background. There was always a fixed vertical line in the center, other
fixed lines in other parts of the display, and a variable line or figure
which the experimenter moved until the subject judged that the whole
pattern looked balanced. If the variable line was shorter or narrower
than a corresponding fixed line on the other side, it was likely to be
allotted a position further from the center. Lines and stars were placed
further out than squares, empty intervals than filled intervals, and blue,
green, or maroon lines than white, red, or orange lines.

Puffer (1903) objected to several features of Pierce's procedure and
amended them. She did not emphasize the center of the display, as
Pierce had done, by introducing a fixed central line and often other
lines symmetrically disposed about the center as well. She used the
psychophysical method of production, which allows the subject to
adjust the variable stimulus quality, and she referred in her instruc-
tions to the attainment of a pleasing rather than a balanced effect.
The tendency to locate larger forms nearer the center was generally
confirmed. Turning to variables associated with interestingness, she
found that outline pictures were placed nearer the center than blank
rectangles, stamps that were changed for each trial nearer than un-
changed stamps, and a picture favoring depth perception (an open
railway tunnel) nearer than one that produced a two-dimensional im-
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pression (a railway tunnel closed off by a door). Forms that suggested
movement away from the center (by tilting or bulging outwards)
were placed nearer than those that suggested inward movement.

Angier (1903) added complexity to the list of operative variables
with the help of the pattern illustrated in Fig. 9-1. A shorter ex-
panse of the portion made up of
squiggles balanced a longer ex-
panse of monotonous parallel lines.
When the squiggles were more
densely distributed (Fig. 9-1, III),
making for more material per unit
area and thus still greater com-
plexity, the preferred distribution
assigned even less space to the FIG. 9-1. (From Angier 1903).
portion that contained them.

The widespread exploitation of all possible means to balance in the
works of well-known painters is amply expounded by Puffer (1903)
and by Arnheim (1954). They are by now highly familiar to us and
readily recognizable as components of what we have called arousal
potential. It seems, therefore, that a work of art requires some equality
in the arousal value of its two halves, which can come from symmetry
or common content but can also come from subtly setting one deter-
minant of arousal against another. However, distance from the center
can apparently compensate for lack of arousal value, so that forms
which are intrinsically less arousing can balance those which are more
so, by being placed farther out.

Why balance is felt to be so essential can at present be answered
only with hypotheses. But it is possible to state several that point to
promising and largely unprospected lines of experimentation. Every
instance of aesthetic judgment is, no doubt, produced by an interplay
of many factors. In Puffer's experiments, for example, subjects often
acted contrary to general trends if it meant leaving too much empty
space somewhere in the display or having elements crowded too
closely together. But the most important factors may be found listed
here. More than one of them may, of course, be active.

1. The hypothesis that the need for perceptual balance depends on
associations derived from experience of mechanical balance and im-
balance is a tempting one, suggested by the inescapable analogies
between the two sets of phenomena. But it can hardly stand being
pursued too far. Many of the variables that determine perceptual bal-
ance, although they may affect the "weight" of an element in a figura-
tive sense, bear no relation to physical weight. And even though
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larger objects are by preference seen nearer the center of the display,
the distances selected are generally not those which will accord with
the laws of mechanical equilibrium, if weight is proportional to size.

It is, however, entirely possible that connections with physical dis-
equilibrium in a more general sense are of importance. It may be that
configurations in which there is a disproportion between the arousal
value of different sections are, in practice, ones with a high probability
of violent, sudden, and imminent change. As a consequence, perceptual
imbalance may give rise to undifferentiated anticipatory arousal, tak-
ing the form of a vague but intense feeling that there is something
wrong or that things are unstable and cannot last.

Often, the new configuration to be expected from the present state
of imbalance may be clear, as, for example, when something looks top-
heavy or a leaning tower seems about to topple over. Arnheim carries
this idea beyond such obvious instances to abstract designs. On a
plain square field, a circle just off center seems pulled toward the
center, while one near a border of the square seems pulled toward the
border.

We need not take a stand here on whether the phenomenon is due
to some innate tendency of cerebral activities to gravitate toward
"better" patterns, in accord with the Gestaltist view favored by Arn-
heim, or whether it is the result of learned expectations. These expec-
tations could arise (1) because unbalanced arrangements like those
just mentioned are in practice less frequently encountered than better
balanced arrangements or (2) because such unbalanced arrangements
are in practice frequently succeeded by the better balanced arrange-
ments to which they perceptually tend. Either way, there will be un-
relieved arousal, whether from a "tendency toward closure," from sur-
prise or incongruity, or from expectation of change. Arnheim speaks
also of the "ambiguity" of unbalanced visual figures. In our terminol-
ogy, there may be some conflict between the tendency to perceive the
figures as they are and a tendency to perceive them with their imbal-
ance corrected.

2. Legowski (1908), citing introspective reports, shows that less
evident relations of equality may be realized when forms are located
at unequal distances from the center for the sake of balance. With the
arrangement depicted in Fig. 9-2, some subjects sought to make the
angles a and yS equal, which would necessitate placing rectangle A
farther out than B. Others wanted to make a and b equal. When the
two lateral rectangles had the same height but different widths, sub-
jects were commonly motivated to equate the areas of the imaginary
rectangles stretching from the center to the outer edges of the outer
figures. The net effect would thus be to introduce recondite unities
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which would temper the over-all complexity. However, this explana-
tion will not cover the variables other than size that have been found
to affect balance.

3. The fact that distance from the center can compensate for de-
ficiencies in the qualities that make for arousal value inevitably brings
eye movements up for consideration. Stimuli appear to attract fixation
with a strength proportionate to their arousing qualities and, it seems

FIG. 9-2. (From Legowski 1908).

reasonable to assume, to their distance from the area of initial focus,
since the more peripheral a stimulus, the greater the amplitude of any
eye movement that it draws.

Explanations that lean heavily on eye movements are often criticized
on at least two grounds, however. Aesthetic judgments are possible
with tachistoscopic exposures which preclude the completion of eye
movements, and eye movements, when they are recorded photographi-
cally, do not usually follow contours exactly or systematically but
rather show an irregular pattern vaguely influenced by the shape of
what is being watched.

But instead of overt eye movements one may consider the cor-
responding response tendencies. Implicit or incipient eye movements
play key roles in several contemporary theories of form perception
(Hebb 1949, Piaget 1961, Taylor 1960). The simultaneous arousal
of a number of incompatible ocular orienting responses would be
expected to yield highly irregular and variable patterns of overt fixa-
tion when coupled with the random processes or sources of "noise"
that are characteristic of the nervous system.
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In any display which demands treatment as a unit, there must be a
powerful tendency to concentrate the gaze near the center, since that
is the area where the mean distance from the fovea of the images of
the elements of the display will be minimal, ensuring optimal receipt
of information. This should be so, whether habits or innate reflexes are
responsible. If there are factors which draw fixation predominantly to
one side, thus creating a rival focus, the discomforts of conflict are apt
to ensue.

4. There may be other reasons why an even distribution of attention
between the two halves of the visual field should be preferred. Cer-
tainly, the protracted observation of an object that necessitates turn-
ing the eyes to one side will usually prompt head turning, which
restores the centrality of the gaze, and ultimately causes a turning of
the whole body. When somebody is compelled to watch something
for more than a few seconds out of the corner of the eye because his
head is encased in a cast or for some other reason, he finds the restric-
tion highly trying. There is evidence, as we saw in Chapter 2, that
perception is accompanied by generalized imitative muscular tensions,
and these may well be commensurate with the arousal value of the
corresponding parts of the stimulus field. If so, an unbalanced pattern
which generates more tension on one side of the body than on the
other could be distressing.

THE DYNAMICS OF AROUSAL

So far, we have been considering the relations between aesthetic
reward value and the over-all arousal value of a work or element of a
work. Much of the admiration due a creative artist is, however,
earned by the mastery with which he pieces together elements of
widely differing arousal value, disposing them with regard not only
to their general consistency but also to the ways in which they offset,
reinforce, or undo the effects of one other. This manipulation of rela-
tions between the arousal values of distinct components is most mani-
fest in the temporal media of literature and music, where artistry
means playing on the orientation reactions of the audience, switching
them on and off, building them up and assuaging them, according to a
plan which is intrinsically gratifying as well as fitting for the content of
the work.

Although these aspects of aesthetic behavior are especially easy to
discuss with reference to literature and music, just as the other aspects
that we have already surveyed are most naturally referred to the visual
arts, there is always some degree of analogy between the principles
applicable to spatial and temporal patterns. It is possible that certain
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relations between stimuli affect the nervous system in the same way
whether the entities between which the relations hold are presented to-
gether or in turn. Parallels between such processes as synchronous and
successive association or spatial and temporal summation at synapses
have long been noted. In any case, a spatial pattern of any appre-
ciable complexity must have its parts fixated and attended to in suc-
cession, and even the elements of a simple pattern may be registered
in succession according to prevalent theories that attribute form per-
ception to scanning mechanisms. Similarly, memory makes reactions
to earlier portions of a literary or musical work exist contemporane-
ously with reactions to the stimuli that are being received at the mo-
ment, and, once the work has been concluded, the reader or listener
usually apprehends and represents to himself the total structure of the
work, often in the form of a visual pattern.

In his Song for St. Cecilia's Day, Dryden depicts the power of music
to summon up and subdue one emotion after another, but he considers
emotions like martial fervor and amorous tenderness that depend on
extraneous associations. We should expect, however, from our pre-
vious line of thought, that emotional states intrinsic to patterns of
sound can be produced by the intensive and collative ingredients of
arousal potential, and that these will underlie much of the response
to absolute music. Whether auditory patterns can be satisfying in them-
selves in complete independence of extramusical meaning is a question
that has been hotly debated.

The role of collative variables in producing intrinsic emotional
arousal is recognized in Meyer's Emotion and Meaning in Music
(1956). Meyer's highly original approach to musical aesthetics, and
to the neglected problems of general psychology that are raised by
music, leads him to conclusions that overlap quite remarkably with
the hypotheses to which the consideration of quite different domains
of behavior has led us.

Meyer starts from the thesis that "emotion or affect is aroused when
a tendency to respond is arrested or inhibited." Conflict, doubt, con-
fusion, uncertainty, and ambiguity are mentioned as apt to cause such
arrest or inhibition. Emotions will, it is stated, be pleasurable if they
are accompanied by the belief that there will be a resolution or that
the situation is under control.

The argument goes on to point out that musical patterns can have
a meaning which has nothing to do with anything extramusical that
they may suggest. To have meaning, a stimulus must refer to some
stimulus other than itself, in the sense that it evokes some fraction of
a response corresponding to that other stimulus, e.g., an expectation
of it. And patterns of sound fulfill this condition in so far as they lead
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to expectations about other sounds following or accompanying them.
In information-theory language, there is a great deal of redundancy in
music since certain combinations and sequences are much more fre-
quent than others in any musical idiom. Each musical element thus
transmits information (positive or negative, i.e., reducing or increasing
uncertainty) about other elements because each implies a different
probability distribution, which almost inevitably means a change in
uncertainty.

One proof of this is that passable samples of less variable musical
styles, like those exemplified by popular songs and hymns, can be
produced artificially by analyzing and reproducing conditional proba-
bilities. There have been attempts to use machines for simulating com-
position from the seventeenth century to the days of modern com-
puters. These meaningful or information-transmitting relations be-
tween musical patterns provide the composer with an infinite stock
of devices for varying arousal level, because the expectations resulting
from different patterns can differ enormously in clarity and definite-
ness (the residual uncertainty may be high or low) and because
arousal can be stirred up by deviating from expectations that are
firm and unequivocal. This close connection between the intellectual
comprehension of structure and emotion implies, as Meyer rightly
states, that "thinking and feeling need not be viewed as polar oppo-
sites but as different manifestations of a single psychological process,"
a lesson which, if taken to heart, would make psychologists less in-
clined to study perception and thinking without due attention to
their intrinsic sources of motivation.

We can now take a look at some of the devices that are available
to the musician for operating on arousal, basing ourselves both on
Meyer's analysis and on our own previous conclusions.

First of all, the composer accepts the restrictions of a particular
style and form. This means excluding most of the possible combina-
tions of sounds and thus ensuring moderate uncertainty, which is re-
lieved when patterns that conform with expectations are subsequently
encountered. For example, a listener about to hear a scherzo expects
that the piece will be in three-quarter time, that it will be lively and
light, that it will consist of sections that can be represented as
AiA1A2A2BiBiB2B2AiA2, that the sections denoted by the same letter
will contain similar material, that A2 and B2 will be longer than Ai
and Bi, and that the material of the B sections will contrast with that
of the A sections.

Further, virtually all music is based on some scale system, which
means that only a selection of the available notes in the octave, twelve
in number in traditional Western music but more or less numerous in
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other systems, will be used at once. There will usually also be one
note, the tonic, around which the music revolves, i.e., it will occur
more often than others and will be likely to end the piece or any of
its major divisions.

The rules implicit in acceptance of a recognized form or scale sys-
tem involve greater uncertainty at certain points than at others. Most
forms include stages where new material is to be expected and
stages where it is normal to recapitulate a theme that has already been
heard. The use of a scale or key makes what is coming much more
predictable at ends of phrases than elsewhere. There is thus room for
endless exploitation of arousal and arousal relief. The composer Ros-
sini is said to have had difficulty in getting up in the morning until he
hit upon an ingenious remedy. He instructed his valet to play a dis-
sonant chord on the piano, whereupon he was compelled to leap from
his bed to play the consonant chord that resolved it.

There is also the possibility of generating especially intense arousal
by employing sounds that deviate from the expected. Beethoven pro-
duces a characteristically dramatic effect by introducing, in defiance
of custom, the beginning of the trio (or B sections) at the end of the
scherzo of his Seventh Symphony. He then makes a second assault
on the listener's arousal system by interrupting the theme after a
few bars. Similarly, adherence to a particular key gives a unique ef-
fectiveness to chromatic notes that do not belong to the corresponding
scale, whether these notes represent momentary departures or abrupt
modulations into new keys.

By repeating some feature a number of times in succession, the
composer can encourage the expectation that the feature will con-
tinue, enabling him to create surprise and uncertainty by rudely dis-
appointing this expectation. This device is, however, usually a mat-
ter of repetition in some respects with variation in others: a reiterated
rhythmic pattern, a harmonic sequence, or a repeated chord with
changing melodic material. The repetition of exactly the same sounds
over and over again may have an opposite effect and is, in fact,
regularly used to build up excitement. This may be because of some
primitive, physiological response to rhythmic reiteration, explaining
its incantational use for the induction of mass irrational behavior
or ecstatic states. But there is also the fact, stressed by Meyer, that
simple, unvarying repetition is essentially structureless and ambiguous.
There is a mounting expectation that the repetition cannot go on
much longer, but it is not clear exactly when it will come to an end
and what will replace it.

The same result can be achieved if the repetition is not exact and
if it is combined with other devices to accumulate arousal. A harmonic
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or melodic progression in which a motif goes through a series of oc-
currences, each higher or lower in pitch than the last one by a constant
quantity, can build up a tremendous sense of impending but un-
specifiable climax especially if it is an ascending progression. Wagner's
Tristan und Isolde contains some prime examples, not uncontaminated
with extramusical associations. In the last movement of Beethoven's
Ninth Symphony, expectancy is drawn tauter and tauter as the princi-
pal theme is first stated unaccompanied on cellos and basses and
then put through three repetitions, each with a more complex orches-
tration, harmonization, and texture than the last.

Sometimes a pattern that is inherently ambiguous generates doubt
and uncertainty, which is resolved when more clearly structured ma-
terial takes its place, especially when what follows invests the initially
ambiguous section with a special significance. There is a famous ex-
ample at the beginning of Beethoven's Ninth Symphony where a pro-
tracted tremolo is accompanied by an intermittent falling motif of
two notes. This then turns into the signally lucid and trenchant main
theme of the movement. This procedure of tossing out what are, at
first hearing, independent scraps of melody and later welding them
into grandiose themes became a major feature of Sibelius's distinctive
style.

A pattern may have a quite definite meaning as a result of what
came just before it, but what comes next is momentarily puzzling
until it is seen to necessitate a reinterpretation of the pattern in
question. This is a standard expedient in modulating from one key
to another: a chord which can belong to either key, and thus has an
ambiguous status, is used to effect the transition. At first it seems to be,
say, the tonic triad of C major. However, when the next chord
introduces F sharp, a note which does not occur in the scale of C
major and is thus incompatible with the expectations aroused by the
immediately preceding passage, the transient surprise and confusion
are resolved by the listener's adjustment to a new key and his changed
perception of the first chord as the subdominant triad of G major. A
somewhat equivalent melodic process is common in the works of Bach
and Brahms: a motif first seems to be the conclusion of one phrase
but then turns out to be launching the theme on a new divagation.

Other devices do not depend on temporary ambiguity or surprise
which is removed with the help of meanings supplied by later ma-
terial, but seem rather to consist of simple violation of quite un-
equivocal expectations. We have already touched on the expectations
connected with rhythm. Syncopation in music (in which an accented
note occurs earlier or later than adherence to the prevailing meter
would place it) makes use of these. Similar metrical deviations occur
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in verse, especially in such highly constricting forms as Pope's rhym-
ing couplets, which would fall into unexpressive drabness if an iamb
were not occasionally replaced by a trochee:

Hope springs eternal in the human breast.
Man never is, but always to be blest.
The soul, uneasy and confined at home,
Rests and expatiates in a life to come.

The variation on a theme, the ornament, and the grace note are all
safeguards against the insipidity of exact repetition, while preserving
enough resemblance to the original to keep disorientation within
comfortable and controllable limits.

At other times, the expectations that are exploited concern cor-
relations between simultaneous rather than successive stimuli. Cross
rhythms, polytonality, and counterpoint excite nervous systems that
are prepared, whether by repeated experience or by physiological
limitations, for musical textures dominated by one rhythm, one key,
or one melody at once.

We are as yet in no position to say with any confidence or precision
to what all these deviations owe their savor. They may be means of
keeping the influx of processed complexity in the neighborhood of an
optimum. There may be a temporal division, which we cannot yet
detect, between a phase of disequilibrium and an arousal-relieving
phase of assimilation. The psychoanalytic suggestion that aberrations
from the obvious and the regular provide satisfaction for aggressive
or negativistic drives can neither be dismissed out of hand nor ac-
cepted as proven.

It is interesting how often the general plan of a literary or musical
work follows the scheme of gradual heightening of arousal toward a
climax, followed by progression toward alleviation, even though the
scheme is invariably modulated by a multiplicity of local fluctuations
of arousal. In music, it is recognizable both on the large and on the
small scale. A traditional musical phrase is normally played with in-
creasing loudness from the beginning to the climactic point in the
middle and then softened as it approaches its end. It frequently rises
and then falls in pitch, so that the note that receives the most pro-
nounced accent is also the highest. It starts with the tonic, its course
becomes less and less predictable as it continues, and then it con-
cludes with high probability on a familiar cadence. Even in modern
music that uses a tone row, in which each of the twelve notes of the
chromatic scale occurs once, the uncertainty diminishes steadily as
the row proceeds, since there are fewer and fewer notes left to be
included.
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The tonal system that has held sway over Western music for
centuries, although many contemporary composers are partly or wholly
repudiating it, enables a piece to move from the key in which it begins
through more and more remote keys until it works its way back to its
original key, creating a feeling of venturing far from home and then
returning. Forms like the first-movement sonata form or the fugue be-
gin with a relatively straightforward exposition of thematic material,
then proceed through a development section in which the composer's
ingenuity enjoys full liberty to twist out of shape, wrench apart,
transpose, and remodel the themes, so that all their potentialities for
novelty and expressiveness can be tapped. The development finally
gives way to a recapitulation in which the themes are reintroduced
in something like their initial form. Even a less ambitious work that
uses simple ABA form is least arousing toward the end since the repeat
of the A section is expected and its contents are no longer novel.

The expectations and sequential dependencies which the composer
uses as a base line must be built up in the course of the listener's
exposure to music. This has the implication, developed by Meyer,
that it is necessary to learn a musical language before the significance
of works composed in that language can be apprehended. It follows
that a listener nurtured in a different cultural tradition cannot react
to the work in accordance with the composer's intentions until he
has acquired the necessary body of learned associations. In literature,
on the other hand, expectedness, surprisingness, and incongruity can-
not depend solely on associations between words but must be based
on conventional semantic connections between words and extraverbal
phenomena. Even those writers who have been eager to free literature
from the constraints of ordinary descriptive or narrative discourse,
e.g., those of the symbolist and surrealist schools, have used words for
the sake of the imaginal and affective content that everyday usage has
injected into them. They have not sought words solely as entities
that occur with certain frequencies and in certain combinations. Much
the same can be said of the visual media of the ballet and the film,
even the abstract ballet and the avant-garde film.

A consequence is that associations, mainly learned but perhaps
partly innate, have to bear the brunt of arousal value in these art
forms. It is true that purely formal devices may be used as auxiliaries:
harsh phonemes can alternate with smooth ones, sentence length can
be varied, camera angles and distances can be normal or unusual,
cutting can be speeded up or slowed down, the sequence of shots
can accord with common trains of thought or be startling. James
Joyce, in particular, used expressions that diverge from familiar
phrases while leaving their origin clear—"Eins within a space," "And
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how long has he been under loch and neagh?"—obviously analogous
to some of the musical techniques that we have considered. But
even for Joyce, semantic evocation is primary.

The scheme of progress toward mounting arousal followed by
progress toward relief has thus to work through content rather than
form in literature and cognate arts, and the means that are applied to
its realization are transparent and well known. The curiosity of the
reader or spectator is set astir and then satisfied. In the crudest
Gothic novel or mystery story, this is achieved simply by introducing
extremely unlikely occurrences and then trumping up some explanation
which may not be too plausible but has to be accepted because the
author says that is what happened. The detective novel creates agonies
of belief-disbelief conflict (suspense) by making it clear that one of
the house guests must have committed the murder but supplying
convincing reasons why each of them could not have done so. The
subtler kind of fiction or drama endows a character with equally
strong but opposed motives or personality traits, so that his future
actions are uncertain, or it gives seemingly equal advantages to two
characters with opposed aims so that the outcome is in the balance.

Often arousal comes not only from curiosity but also from conflict
or frustration due to identification with a character. The hero faces
inanimate or human obstacles to his well-defined goals, or he is rent
between incompatible duties or between duty and psychological weak-
nesses. Finally comes the relaxation or denouement. It may consist of
a happy ending. There may, on the other hand, be a highly tragic
ending, which nevertheless serves to release arousal because it is
inevitable or somehow appropriate, or simply because it is too late
to do anything about it now and, in any case, it is "only a story."

HUMOR

Opportunities for laughter are not generally held in such awe as
opportunities for aesthetic appreciation. Yet there are affinities be-
between the lowliest joke and the sublimest art, quite apart from the
fact that they both present general theories of behavior with chal-
lenges which, in most cases, have not been taken up. The comical,
like the beautiful, can be found ready-made in nature or contrived
by human talent. The value of a joke, like that of an artistic product,
depends on its formal structure, with the author alternately keeping
in line with our learned anticipations and sharply diverging from
them. Just as we have the controversy over whether a work of art
can rest entirely on its form or whether it must invariably have ex-
pressive or communicative content, there is the question of whether
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there can be what Freud (1905a) called "harmless wit," i.e., wit that is
enjoyed exclusively as an intellectual construction, or whether, as some
later psychoanalysts hold (see Grotjahn 1957), there is always some
latent aggressive or sexual motivation.

The joke, like the work of art, seems to have some optimal range
of complexity. If it is too simple, it is dismissed as childish or flat.
If it is too complicated, it is held to be labored or ponderous. But
there are enormous individual variations in the degree of complexity
that is preferred in humor as in art, and there is a tendency for
preferred complexity to rise considerably with sophistication. Both the
joke and the work of art can become tiresome if experienced too many
times in close succession, but both may have to be encountered a few
times before they receive maximum appreciation.

Aptness

Wit shares with art, but perhaps exhibits in a purer form, the impor-
tance of the subtle property that we call aptness or felicity. It is real-
ized when an element is appropriate for several different reasons at
once. A word in a poem may, for example, be supremely right because
it not only fits the sense and accords with some sustained train of im-
agery but also fits the rhyme scheme, the rhythm, and the prevailing
quality of sound. Empson (1930) analyzes seven types of ambiguity
which, he claims, contribute to the enjoyment of poetry. They all in-
volve multiplicity of meanings to be conveyed by the same expression
or multiplicity of possible justifications for the poet's choice of that ex-
pression. A metaphor often captures the essence of whatever it stands
for in a number of distinct respects. A word or statement may have
several senses, embodying distinct but equally pertinent thoughts.

The trees in Shakespeare's sonnet are "bare ruined choirs" because
they are "where late the sweet birds sang," because the branches
resemble the vaulting of a cathedral, because the trees are made of
wood like choir stalls, because the leaves and flowers are like stained-
glass windows, and because the sky appears through the branches
as it does through the ceiling of a ruined church. When Nash writes
that "brightness falls from the air," he might be thinking of the setting
sun or moon, of shooting stars, of Icarus, of swooping hawks, of a
glittering ornament falling from the top of a building, or simply of
light diffusing from the sky. Delilah is for Milton's Samson "that
specious monster, my accomplished snare," being accomplished both
in the sense of "skilled in the arts of blandishment" and that of "suc-
cessful in undoing her husband."

Essentially the same phenomenon occurs in painting of various
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styles. Perhaps the style that exploits it most obviously is cubism. In
a cubist painting, a face appears alternately as a profile and as a
full face; outlined areas overlap so that first one plane and then the
other seems to be in front; the areas delineated by color and by
outline do not coincide so that now one area, now the other, is
perceived as a unit.

So, returning to wit, Dr. Samuel Johnson observes that "a woman's
preaching is like a dog standing on his hinder legs. It is not done
well, but you are surprised to find it done at all." Here he displays
two ways in which his comparison has validity, either of which alone
would have justified it and made it passable, but both of which to-
gether produce a rich gem. The pun, on the other hand, derives
multiplicity of interpretation from multiplicity of meanings.

The quality of being apt or felicitous obviously relates to what
Freud (1900) and Skinner (1957) discuss at length under the names
of "overdetermination" and "multiple causation" respectively. In con-
texts where many alternative imaginal symbols or words might occur,
several factors converge to determine which one will have the ascend-
ancy. The response that comes through is one that derives strength
from a variety of sources. Freud supplies plenty of examples of dream
symbols and slips of the tongue, each of which is the product of up
to a dozen simultaneous but separate associations.

It is not hard to see why a response that has an abundance of in-
dependent reasons for being performed should overcome its com-
petitors. But what remains a puzzle is why it should be rewarding to
come across such responses, especially in art and in wit.

Perhaps the explanation is something like this. When an element of
a work of art or a joke is encountered, there is an orientation reaction,
representing an effort to understand it. Arousal will sink back again
to its former level when we have identified the meaning of the ele-
ment, the reason for its being chosen. Normally, the discovery of one
meaning or reason will be sufficient to satisfv the urge to understand
and thus to annul the rise in arousal. If, however, more than one
way of interpreting the element is recognized, each will produce a
reduction in arousal, and the cumulative effect will be a highly re-
warding momentary drop below the tonus level.

Theories of Humor

Throughout the centuries, literary men have wrestled with the
riddle of laughter and contributed many a sound observation on the
conditions provoking it and the functions it performs. There have,
however, been comparatively few attempts at the difficult task of
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relating laughter to principles of general psychology and biology.
Among those that have been made, the outstanding ones have been
inspired either by psychoanalysis or by Gestalt psychology.

Saving. Freud (1905a) distinguished between wit, the comical,
and humor. The pleasure of wit, which induces laughter through a
play on words or ideas, is due to a "saving in inhibition." This may
come from a temporary release of sexual or aggressive urges that
are normally kept inhibited. Alternatively, in the case of "harmless"
wit, there may be a delight in illogicalities and absurdities simply
because they represent a temporary respite from the burden of sup-
pressing irrelevant, frivolous, or illogical associations that a lifelong
training to be rational imposes on us.

The comical forms a highly compendious category, of which various
special cases are analyzed by Freud in detail. They all involve some
kind of contrast between something to be taken seriously and some-
thing trivial, or between something befitting a rational adult and
something worthy only of a child. The contrast may occur between
our perception of ourselves and our perception of somebody else: the
other man makes clumsy or unnecessarily arduous movements for
some purpose that we should fulfill with ease; the naive child says
something that he would reject as absurd or improper if he knew what
we know. Otherwise the contrast may occur within the same person: a
dignified individual becomes comical by suffering some indignity, like
slipping on a banana skin or appearing as the subject of a caricature;
we brace ourselves to lift a heavy suitcase and are amused to find
that it is empty.

In all these instances, there are two aspects of the situation that
have to be represented by our conceptual processes; the pleasure is
a consequence of the "saving" in "representation (Vorstelhmg)" or
"cathexis (Besetzung)" that occurs because we find that, of the two
aspects, one makes demands for less serious or arduous thought than
the other.

Freud reserves the term "humor" for cases when a person is able to
see a funny side in his own misfortunes. Both he and his audience
then enjoy a "saving in affect," since a state of affairs that would
otherwise evoke strong unpleasant emotions is taken lightly.

The word "saving" is used when one prepares or expects to spend
a certain sum of money on a purchase and finds that the sum actually
required is less than was anticipated. The idea underlying Freud's
figurative use of the word is that the conditions that provoke laughter
save "mental work." A state in which we prepare to expend a certain
amount of psychological effort on some imminent stimulus situation
is what we have discussed as anticipatory arousal. When it turns out
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that the stimulus situation can be identified, understood, and reacted
to with less effort, or, in other words, has less arousal value, than we
were preparing to handle, we have reward from the resultant steep
drop in arousal. It may well be that Reik (1948) comes close to the
core of the process when he writes that "a man who hears a witty
remark laughs like someone who gets a sudden shock and realizes at
once that he need not be alarmed."

The neurophysiological experiments that we mentioned in Chapter
7 allow us to conjecture that the underlying mechanism will be some-
thing of this sort. On receiving a stimulus with a high arousal value,
the nervous system prepares itself for serious events demanding
energetic action or, at least, for a laborious effort to make out what
is going on. If the sequel is as anticipated, arousal will be maintained
at the appropriate level through the interaction of, on the one hand,
the arousal value of the external stimuli and the facilitating influence
of the cortex on the RAS and, on the other hand, the inhibitory in-
fluence exerted on the RAS by the cortex.

But sometimes the foreshadowed emergency will fail to materialize,
or it will materialize in the presence of reassuring stimuli that rob it
of its menace; something heralded as strange or complex will turn
out to be trivially familiar or simple, the information content of a
signal will be lower than the uncertainty or expected surprisingness.
Then the balance will be upset, since corticireticular inhibition, ex-
ceeding what is required, will briefly overwhelm the counteracting
processes. It will be rather like a man bracing himself to withstand a
blow that never comes and consequently stumbling backwards.

Perhaps such occurrences will be especially characteristic of civilized
human life where sudden movements or unusual sights and sounds—
which in the wild must usually denote the presence of something
ominous—will more often than not come from something of no vital
significance. The drop in arousal will then be quick, sudden, and steep,
so that what in more primitive conditions would be a cause for alarm
turns into an occasion for laughter.

Restructuring. While Freud's theory pursues the similarities that
link humor with dreams, slips of the tongue, and neurotic symptoms,
the theories that make use of Gestalt concepts concentrate on analogies
between the appreciation of a joke and familiar phenomena from the
experimental psychology of perception. Maier (1932) and Bateson
(1953) dwell on the suddenness with which the point of a joke dawns
on the hearer. The elements fit suddenly into a new configuration, so
that we have a process resembling what happens when ambiguous
figures change from one appearance to another, when figure becomes
ground and vice versa, when a face is seen in the branches of a tree
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in the children's puzzle picture, or when an insightful solution is
found for an intellectual problem. The joke may be understood all at
once after a protracted and uncomfortable period of "not getting it"
or after being deliberately led up the wrong path. The hearer "sees"
the joke as soon as he responds to some stimulus properties or re-
lationships within the structure of the joke which at first he missed.
This is why the analogy with the figure-ground phenomenon is so
tempting. Bateson cites the story of the man who incurred the sus-
picion of a factory guard by taking home a wheelbarrow load of
excelsior every evening. It transpired that the man was interested,
not in acquiring excelsior, but in acquiring wheelbarrows.

Often the ground that is transformed into figure is some alternative
meaning of a work or expression, initially missed because some other
meaning response is stronger. The enraged diner in a cartoon threatens
to throw a dish at the headwaiter, exclaiming: "Are you the maitre
d'hotel that this is a la?" His question is meaningless as long as the
expression "a la maitre d'hotel" is taken as a standard and, therefore,
unitary phrase of menu French. But it is later seen to have a literal
meaning implying some responsibility for the dish on the part of
the functionary it names.

Before we can understand why restructuring should give rise to
pleasure, a question that these writers have not satisfactorily an-
swered, we must consider the relations between humor and the arousal

jag-

Humor and the Arousal Jag

Writers on humor often remind us that laughter occurs in response
to quite a variety of conditions apart from those that produce humor.
These conditions are too numerous for any one writer to have
enumerated them all. But it is instructive to consider first the situ-
ations that evoke laughter in the infant. There is some controversy
over how far laughter is genetically related to smiling. But during the
first year of life, inexhaustible giggling and chuckling can be oc-
casioned by stimuli that are slightly and briefly startling or frighten-
ing: tossing the infant into the air and catching him, making sudden
noises or movements, and, above all, the peekaboo game of hiding
and reappearing. Later comes an appreciation of incongruity, e.g.,
the sight of an adult with something strange on his head.

In adults, we have the laughter of relief from anxiety, the laughter
of agreement, the laughter of sudden comprehension (the famous
"a-ha-experience," perhaps really a "ha-ha-experience"?), the laughter
of triumph, the laughter of embarrassment, and the laughter of scorn.
These form a highly varied collection, yet in all of them we can see
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some factor that is associated with threat, discomfort, uncertainty,
surprise or, in a word, arousal and some factor that signifies safety, re-
adjustment, clarification, or release.

There are stories of uncontrollable laughter in people who have
just survived the nearby explosion of a shell or bomb. We have all
heard of the laughter that is close to tears and noticed how tragedy
and comedy can often be built on the same themes. The word "funny"
is also used to mean strange or perplexing.

We may thus look to the arousal jag once again to throw light on
the reward value of humor. This means that we must find both factors
that provoke arousal and factors that prevent arousal from rising too
high or ensure speedy relief.

Whatever other factors may be present to discharge or curb
arousal, there is always the influence of the playful mood or atmos-
phere in which humorous material is sampled. There is a whole as-
sortment of social cues which make it possible to discriminate oc-
casions for taking some event or remark as a joke from occasions for
taking it seriously. The wag smiles or nudges his listener to set aside
the repercussions that his audacity would otherwise have—and which
it may still have if his efforts to have it accepted as a jest do not
succeed. Not only the behavior of the jester but the whole social
and physical context may bring out lighthearted rather than solemn
responses to stimuli having the capacity to evoke both. The cues in-
volved are comparable to those that enable an animal to distinguish
playful fighting from a dangerous attack and inhibit him from injur-
ing his opponent.

In the case of what Freud called "tendentious wit," arousal may
be generated by the guilt and anxiety that attach to the verbalization
of aggressive or sexual desires. Reassurance comes from complicity:
both the raconteur and the listener are safe from punishment or social
disapproval as long as both show signs of enjoying the improper
anecdote. There is, of course, still the question of why society grants
a dispensation for these temporary exemptions from taboo. It may
be that they have some utility as a relatively harmless safety valve
or, to reinterpret Freud's hypothesis, that the reinforcement value
coming from the formal properties of a joke gives the inhibited
response that extra measure of strength that it requires to prevail over
its inhibition.

Maier and Bateson concentrate on the surprising suddenness with
which the point of a joke is understood. But they do not lay much
stress on the surprisingness of the configuration that precedes the
final resolution, an aspect which does not receive much attention from
Freud either. All types of verbal wit or humorous anecdote seem
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to incorporate a divergence from the expected, a change in something
familiar which leaves enough resemblance to the familiar for some of
its responses to be evoked and yet contains some feature that frustrates
these responses and thus provokes conflict, uncertainty, and surprise.
This constitutes an important source of arousal value, opening the
way to the reward value of an arousal jag, and it also assimilates the
formal mechanisms of humor to those of art.

Sometimes a change is simply made in a word. Freud cites the
cases of the man with whom Rothschild was quite "famillionaire."
There are satirical neologisms like "cocacolonization" and "sar-
doodledum." A favorite technique of Oscar Wilde was a slight alter-
ation in a common catch phrase: "Nothing succeeds like excess,"
"Work is the curse of the drinking classes." Shaw modified not so much
a common phrase as a common idea: "Do not love your neighbour as
yourself. If you are on good terms with yourself, it is an impertinence;
if on bad, an injury"; and "Self-sacrifice enables us to sacrifice other
people without blushing." All these devices produce a moment of
perplexity as responses and expectations dependent on the familiar
expression or idea are thwarted. But arousal is soon alleviated when
the new version is seen to have a meaning of its own and even a quota
of truth.

The wit of repartee, like the humor of many anecdotes, works
through deflection from a habitual train of thought. Boswell, meet-
ing Johnson for the first time and knowing of his prejudices, says:
"I do indeed come from Scotland, but I cannot help it." Both he and
the reader are set for some reply about the merits or demerits of
being a native of Scotland, or about whether a man should be held
responsible for his birthplace. Instead the doctor answers: "That,
Sir, I find is what a very great many of your countrymen cannot help."
The resulting confusion is dissolved when the other meaning of "to
come from" gains possession of the nervous system and evokes as-
sociations that tie everything up in full accord with the logical, if not
the polite, rules of conversation. The process is closely analogous to
those occasioned by musical or poetic patterns that clash with an
expectation but are then invested with new meaning by a reinterpre-
tation of what preceded them.

The phenomena that Freud subsumed under the comical embody
some incongruity, as Freud acknowledges when he stresses contrast.
And the incongruity or novelty is usually such as would be treated as
a threat in other circumstances. The child's innocent impropriety
would be embarrassing and offensive in the mouth of an adult. The
sight of a man on stilts is funny at a circus. But it might well frighten
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a child or a member of a society with no circuses but with vivid beliefs
in magic and witchcraft.

We have noted in earlier chapters how the conditions for fear and
the conditions for curiosity often coincide. They are often also con-
ditions for humor. When the writer has shown the incongruous-animal
pictures in Fig. 6-1 to audiences, there has usually been a pause
followed by laughter. These were, of course, merely drawings. But
if the members of the audience had been confronted with a real
bird with an elephant's forelegs, the first reaction might well have
been terror and flight. After surveying the animal from a safe distance,
they would probably have approached gingerly for a closer view and
finally they might have been ready to regard the animal as funny.

Sometimes the possession of an explanation makes something ludi-
crous rather than fearful, as when we know how stilts work. But even
without such an explanation, it is enough to know that strange phe-
nomena arise from the fancies of professional entertainers and car-
toonists and that these phenomena present us neither with a threat
nor with anything that warrants arduous thought and investigation.

As Maier and others have said, humor demands objectivity. There
is some condition that precludes intense and lasting states of arousal.
Tragedy depends on identification. The hero suffers through some
fault of character, such as we all possess, or through some ferocity of
fate to which none of us is invulnerable. Any relief of arousal comes,
therefore, after the drama has ended and its reverberations have faded
away. The characters in a comedy can also undergo quite cruel dis-
comfitures and disappointments, but there is some factor that exempts
us from grieving over them. The figures in a cartoon film dismember
and demolish one another with gruesome abandon. But, knowing that
these incidents could not really have happened, we find them funny.
When Cyrano de Bergerac jests about his own outsize nose, some of
our sympathetic distress over his affliction can be shed through the
channel of sympathetic laughter, an example of humor in Freud's
restricted sense. We revel in the severe distresses that beset Malvolio
or Pantaleone because they, having defects that cause them to make
things unpleasant for others, are judged undeserving of commiseration.
A member of a party going to witness a recent execution was reported
in a newspaper to have joked about how the condemned man must
be feeling. Some of his companions felt this to be in poor taste. But
for the joker, the condemned man was evidently nothing but a "brutal
murderer," which removed any reason for not treating his predicament
as humorous.
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Chapter 10

EPISTEMIC BEHAVIOR: KNOWLEDGE
AND THINKING *

We come finally to the motivational problems raised by behavior
that augments knowledge or, as we shall call it, epistemic behavior
(Greek episteme, knowledge). To start with, we must explain the
sense in which we are going to use the word "knowledge."

"Knowledge," no less than the word "communication," can be given
an extremely wide meaning. We can, if we choose, regard an organism
as possessing knowledge of some fact in the external world when-
ever that fact influences its behavior through the excitation of receptors
and sensory nerves. We can even make knowledge synonymous with
information and speak of a thermostat knowing the temperature of
a room. But these, once again, are processes for which other convenient
and recognized descriptions are in use, so that it would be a pity
to waste the word on them. It would seem more advisable to con-
fine it, in fair agreement with its everyday sense, to certain highly
specialized information-gathering and information-storing processes
dependent on symbolic processes. It would thus be applicable princi-
pally to man, though perhaps also in some minor degree to other
mammals possessed of rudimentary representational capacities.

We may proceed to narrow down step by step the sense in which we
are going to use the word "knowledge" as follows:

1. Knowledge consists of habits. A habit is a psychological dis-
position (Carnap 1936-1937) that is due to learning. We are willing
to say that an animal has a certain habit, or that a man has a certain
piece of knowledge, even when there is no manifestation of it in
outward behavior.

In order to tell an organism with the habit or the knowledge from
another without it, it is necessary to subject both organisms to ap-

* For further discussion of the relations between structural and motivational
factors in thinking, enlarging on aspects that this and the following chapter touch
on briefly, see Berlyne (1960).
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propriate test conditions and to see whether or not the corresponding
truth conditions are realized. A rat that has been thoroughly trained
to run to the goal box of a particular maze is quite indistinguishable
from a naive rat—until placed in the maze with sufficiently intense
hunger. So a man who knows a locality intimately behaves just
like one who does not—until required to find his way from one point
to another, to draw a map, or to describe an itinerary. To say that
somebody knows something is, in other words, an abbreviation for a
large, probably infinite, set of statements of the form: "Given situ-
ation A, behavior X is probable," "Given situation B, behavior Y is
probable," etc.

2. The responses that are indicative of epistemic habits are end-
lessly varied. In general, we can say that knowledge of a particular
event causes an organism to behave, in some respects, as it would
behave if that event were at the moment stimulating its sense organs;
it causes present behavior to be controlled by events that are past
or absent. Nevertheless, although common usage is far from consistent,
the word "knowledge" is not likely to be applied, unless symbolic
responses, and especially words, are among the responses that occur
in correspondence with the events in question.

A man may be consummately skilled at hitting a target with a
rifle bullet. But we are not inclined to say that he knows how to hit
the target unless he is able to represent to himself the processes that
make possible this performance, to describe or picture to himself
what it is that he has to do, and ultimately to describe or convey
it to another individual in the form of hints or instructions which
might guide him toward an equally good performance.

We are not deemed to know our own motives or other internal
psychological processes, even those that dominate our overt behavior,
unless we can symbolize them and the fact that we are responding
to them (Freud 1916, Morris 1938, Dollard and Miller 1950). Other-
wise, being unverbalized, they are "unconscious."

We obviously need to make more precise the notion of a symbolic
response. As a first step, we must consider the definition of a sign
that is adumbrated by Russell (1940) and Morris (1946) but most
satisfactorily formulated by Osgood (1952). Osgood says

A pattern of stimulation which is not the object is a sign of the
object if it evokes in an organism a mediating reaction, this (a)
being some fractional part of the total behavior elicited by the
object and (b) producing distinctive self-stimulation that mediates
responses which would not occur without the previous association of
non-object and object patterns of stimulation.
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His definition is summed up in the following scheme:

where [s~j is the sign, rm the mediating reaction (the "meaning" of the
sign), sm the self-stimulation resulting from rm, and R̂ . the overt
behavior evoked by sm. Put briefly, a sign is a stimulus that evokes
some but not all of the psychological effects that would be produced
by the stimulus object that it stands for.

Any response that can act like Osgood's rm, any response that can
correspond to a class of objects or events but can occur when a
member of the class is not present, is what we shall be calling a
symbolic response. It can be overt or implicit. It can consist of a word
or pattern of words, an image, a muscular twitch, or, perhaps, some
other kind of response that is purely cerebral.

Thinking consists of sequences of symbolic responses, and it is
through such symbolic responses that knowledge exerts its influence on
overt behavior. The intervention of symbolic processes between ex-
ternal stimuli and overt responses and the interaction between ex-
ternal stimuli and symbolic processes are what give behavior guided
by knowledge its special characteristics: its rationality, its flexibility,
its stamp of voluntary and conscious control.

3. The symbolic responses that are repositories of knowledge will
fall into Morris's (1946, 1958) designative and formative categories.
The former consists of signs that correspond to discriminable kinds
of stimulation and therefore to physicochemical properties; it includes
images and the verbal responses that Skinner (1957) calls "tacts" (i.e.,
those that describe stimuli). The latter consist of signs that affect
the manner in which other signs, accompanying them, are responded
to; it includes words like "if" and "or," conveying logical relations
(Skinner's "autoclitics").

The symbols that manifest knowledge will not belong to the ap-
praisive category (signifying affective value and including evaluative
utterances), the prescriptive category (signifying power to evoke
particular overt responses, and including verbal utterances in the
imperative mood, classified by Skinner as "mands"), or the expressive
category (signifying power to evoke internal reactions). Epistemic
symbols may, on the other hand, be influenced by symbols of these
categories and influence them in their turn.

4. Epistemic symbols are believed symbols. The extent to which a
combination of symbols is believed can be judged partly by the way
in which a person utters a statement or by the formators ("I am
convinced that . . ." or "That is definitely the case," etc.) with which
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he accompanies the statement. But the most valid test of belief is the
strength of overt behavior. This test is usually accepted as more con-
clusive when it conflicts with what the subject says. As Morris puts it,
belief represents the degree to which an organism is disposed to
respond as it is assumed it would if the signified object or event ex-
isted.

VARIETIES OF EPISTEMIC BEHAVIOR

Epistemic responses fall into three main classes. The first consists
of epistemic observation, i.e., responses which place the subject in
contact with external situations that will nourish the pertinent learn-
ing process. They include everything from the scandal seeking of the
gossip, when it is rewarded not so much by the pleasure of witnessing
scandalous goings on as by that of being able to recall or recount
them afterwards, to the systematic observations and experiments of
science. The second subclass consists of epistemic thinking, which is
part of what psychologists have usually called "productive" or "cre-
ative" thinking. It differs from other thinking, such as "reproductive"
thinking, which calls up remembered material to guide the handling
of current problems, since its function is to put the individual in
permanent possession of new knowledge. Lastly, there is consultation.
This is behavior that exposes an individual to verbal stimuli issuing
from other individuals. It will include asking questions, writing let-
ters, and reading.

These three classes of epistemic behavior correspond to the principal
sources of knowledge recognized by Western philosophy and ac-
corded primacy by different schools of epistemology. Epistemic ob-
serving responses correspond to empiricism; epistemic thinking to
rationalism, if the thinking is systematic and logical, and to intu-
itionism, if it is less rigorously controlled; while consultation cor-
responds to authoritarianism (see Montague 1925). It is interesting
that they also correspond to the three pramanas (means of obtaining
valid knowledge) of Indian philosophy, namely pratyaksa (percep-
tion), anumana (inference), and sabda (verbal testimony) (see
Hiriyanna 1949).

All of these responses, but especially observation, can figure in
exploratory behavior. Whether or not they have an epistemic function
depends on whether they leave a lasting residue of knowledge and
whether their biological value and reinforcement derive from this
residue as well as from the immediate sensory consequences of their
performance.
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THE FUNCTIONING OF KNOWLEDGE

As previous chapters have shown, it is possible to think of perception
as a process that removes or avoids conflict. From the observer's point
of view, contact between the subject and a stimulus to which a clear-
cut, dominant response is attached causes information to be trans-
mitted through the subject, which means that behavior will be rela-
tively predictable and uncertainty about it will be relatively low. From
the subject's point of view, contact with such a stimulus means
avoidance of the emotional strain and inefficiency of conflict and—
because it enables consequences to be foreseen and successful re-
sponses to be selected—avoidance of surprise.

The function of knowledge is to overcome the deficiencies of percep-
tion by providing internal stimuli, products of symbolic processes, to
supplement the external stimuli that originate in outside objects.
Perception without knowledge is at the mercy of the chance occur-
rences of the moment, of the various illusions to which perception is
subject, and of what Piaget (1947, 1961) calls centering—the fact
that the limited part of the stimulus field that is apprehended with
full clarity receives disproportionate intensity, prominence, and im-
portance in determining behavior. Knowledge allows stimuli that
are not being fixated at the present instant—stimuli that belong to
the past or the future, or even stimuli that will never be part of the
stimulus field—to make their influence felt through their internal
representatives.

Knowledge can represent past or future properties of the object
that is now being perceived or hidden properties that would appear
if the object were examined from another angle or from inside. Classi-
fication extends primary stimulus generalization and discrimination,
which depend on readily perceptible physicochemical similarities and
differences, by making secondary (also known as "mediated" or
"acquired") generalization and discrimination possible. Objects that
are superficially alike come to evoke different responses because they
have different verbal labels tied to them, and objects that do not
have manifest attributes in common come to be treated in the same
manner through the circumstance of possessing a shared classifying
label.

Besides classification, there is ordering. A chicken, a rat, or a monkey
can learn to approach the larger or the darker of two objects when
both are visible together. The human subject is capable of respond-
ing to a stimulus according to whether it bears more or less of some
attribute than another object that is out of sight. Moreover, he can
respond according to the position an object occupies in some ordering
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of a comprehensive class. He can recognize, and react fittingly to, an
unusually extortionate invoice or an unusually important visitor. Spa-
tial and temporal relations produce the most elaborate and frequently
used orderings of all. We ask when or where something happened,
how long it lasted, and how large it is because quite different actions
may be called for according to the answers we receive, and ignorance
of time and place plunges us into conflict.

Besides the knowledge that expresses a temporal or spatial relation
between two events or which locates one event in a whole temporal
or spatial framework, we have the knowledge that connects one event
with others by way of explanation.

An explanation, in its most general acceptance, is a statement that
answers a question beginning with "why." Children become addicted
to such questions quite early after their mastery of speech (Piaget
1923, Isaacs 1930), and every society not only asks them but answers
them. What will be accepted as an adequate answer to a why-question
is, however, far more variable than what will pass as an answer to
any other kind of question. This is, no doubt, because the why-
question goes furthest beyond what can be immediately apprehended
in one act of perception; it reflects fundamental attitudes to the
universe and ways of organizing experience; its answer is more likely
to demand elaborate epistemic procedures.

Explanations may refer the event that is to be explained to a single
event, past, present, or future, or to a class of events. It may refer
a property of an object to other properties of the same object or to
properties of a class of objects.

But whatever type of explanation is involved, the eagerness to
know why must stem ultimately from the ability of the answer to
relieve conflict and guide the choice of action. Which response will
be rewarded and which punished must depend not merely on the
nature of an event but also on the unseen events that explain it. If a
person makes a request, the consequences of complying or not
complying will depend very closely on the reasons he has for making
it. Likewise, we are not usually in a position to select the means that
will remedy, avert, or bring about a natural occurrence unless we
know what causes it.

THE DEVELOPMENT OF THINKING

As a prelude to taking up the motivational problems raised by
epistemic behavior, we shall consider the stages through which the
most elaborate forms of thought are likely to have developed out of
simple psychological capacities (see Hull 1930, Berlyne 1954a).
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Reaction

We begin by considering a series of stimulus events, Sf, in the out-
side world, each evoking a corresponding complex of responses, Ri,
overt or implicit, in an organism. The responses are, of course, joint
products of the external stimulus events and of processes inside the
organism, which explains why different individuals not only perform
different overt responses to identical situations but also derive dif-
ferent knowledge from exposure to identical events.

Predictive Redintegration

We next make two assumptions: (1) that the same series of stimulus
events occurs and produces the same parallel chain of reactions
repeatedly, and (2) that each of the reactions R* produces a dis-
tinctive internal response-produced stimulus, st.

We can then infer, provided that reinforcing conditions are present,
that R2 (the response corresponding to the next stimulus in the series,
S2) will become associated with both Sj and Si (the internal stimulus
produced by Ri) as a trace conditioned response.

As a consequence, R2, as well as being evoked by S2, will receive
added strength from the prior occurrence of Si and Si. This will ac-
count for a host of cases where the response to a stimulus is made
more vigorous or more probable by the receipt of a warning signal.

It will also explain phenomena usually studied as effects of set on
perception. The combined influence of Sx and Si may lower the thresh-
old for recognition of S2. In other words, R2 will be evoked by a
briefer or fainter exposure of S2 than would otherwise be adequate.
If, on the other hand, the habitual stimulus S2 is, for once, replaced
by a different stimulus, SA, then a variety of outcomes may ensue,
depending on the relative strengths of RA and the redintegrative R2

and on the degree of similarity between them. RA may prevail, R2 may
prevail (causing misidentification, as when we fail to notice a mis-
print), a compromise between the two responses may eventuate, or, if
R2 and RA are both strong and very dissimilar, there will be all the
usual accompaniments of surprise, including raised recognition thresh-
old, lengthened reaction time, and indexes of high arousal.

Evocative Redintegration

The next step forward is taken when some fractional component
of R2 can occur in the absence of S2 and in response to Sx or sx alone.
This component r2 can thus represent S2 either before S2 is due to
appear (thus forming an expectation of S2) or when S2 is not ac-
cessible at all to the subject's receptors.
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The outcome will be a chain of symbolic responses that can run
off faster than the chain of external events that it represents and
can deputize for these events in controlling behavior. So when we look
out of the window and see the milkman's vehicle coming round the
corner, we can turn away from the window and imagine or describe
how the vehicle will stop at the first house, the milkman will get out,
deposit full bottles, pick up empty bottles, return to the vehicle, etc.
We can either think of each of these events at the moment it is most
likely occurring or course through the whole chain before the milkman
has entered the street.

Ramification

The next complications arise when an external event St partici-
pates in several habitual sequences, so that its corresponding internal
representative, sh can initiate any of a number of associated re-
sponses, leading thought off in any of a multitude of directions. Some
factor is thus required to decide which of many possible associations
will have the upper hand at any point in thought.

In free association as used in psychotherapy, the factors that select
associations may well vary from point to point, although the patient's
prevailing motives seem to determine the general drift. In directed
thinking aimed at solving a specific problem, control has to be much
tighter, and the factors that ensure progress toward a solution must
be on hand throughout the process and have a major say in selecting
responses at every choice point.

A train of thought is a typical member of the class of behavior pat-
terns for which Hull introduced the term "behavior chain." There is
a goal which can only be reached by performing a sequence of re-
sponses in an appropriate order; the subject is confronted with a
sequence of stimulus situations (choice points), each of which is
associated with several learned responses; and at each choice point
a correct response must be singled out. The kind of behavior chain
that has received most study so far is that elicited from the rat by a
multiple-choice maze. We might therefore expect to find some hints
about the role of motivational factors in thinking from the conclusions
that experiments on the behavior of rats in mazes have inspired.

Hull's account (1952) recognizes several kinds of stimuli at work
in maze-running behavior, and it is not difficult to correlate them with
factors that may be assumed to have a hand in thinking. They fall
into two categories with rather different functions.

Cue Stimuli. This category includes the external stimuli that come
from a maze and the internal stimuli that come from previous re-
sponses in the chain. In the case of autonomous thinking, only one
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external stimulus will normally play a part, namely, the one that
initiates the train of thought. Others may, however, obtrude them-
selves as thinking proceeds and supply either helpful hints or trouble-
some distractions. Most of the cue stimuli that operate in thinking
will be the internal ones produced by preceding responses.

The function of cue stimuli is to make available a restricted number
of associated responses at each choice point. But precisely because of
their multiple associations, cue stimuli can obviously not suffice to
determine the course of a behavior chain.

Motivational Stimuli. A rat in a maze is usually acted on by a drive
like hunger or thirst. Stimuli, peripheral or neural, that accompany the
drive will continue through the whole running process, since they will
not be removed until the goal box is reached. They will therefore
become conditioned to every response in the chain. However, in ac-
cordance with the reinforcement-gradient principle, they will be most
strongly conditioned to responses that come shortly before the attain-
ment of the goal. In addition to drive stimuli, there will be stimuli
produced by fractional anticipatory goal responses, i.e., representations
of the specific nature of the reward that the animal expects to find
in the goal box.

In thinking, there will likewise be stimuli coming from some sort of
discomfort, set up by whatever situation launched the train of thought,
and stimuli coming from representations of the solution. The way the
solution is represented is likely, of course, to change as thinking con-
tinues.

The functions of the motivational stimuli are threefold:
1. They keep the sequence of responses going until the goal or

solution is reached or else the sequence is halted by extinction (the
weakening of the behavior through prolonged failure of reinforce-
ment) or distraction (the evocation of a stronger competing behavior
sequence).

2. They determine the general class of responses: running in the
case of a hungry or thirsty rat, crouching and cowering in the case
of a frightened rat, ideas connected with the general theme in the
case of a pensive human being.

3. They determine which of the competing responses will be selected
at each choice point.

Since this conceptual scheme has been derived, by analogy, from the
theory of maze learning in the rat, it is encouraging to find writers
who have attacked human symbolic process directly distinguishing
two groups of factors with roles corresponding to those of our cue
stimuli and motivational stimuli.

Why only the correct association appears, whether it be a question
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of a single reaction (as in the controlled-association experiment) or of
a long succession of reactions (as in directed thinking), was one of
the principal preoccupations of the Wiirzburg school. The conclusions
they arrived at are typified by Ach's (1905) theory, which attributed
the selection of the response to the interaction of the "idea of the
stimulus" (Reizvorstellung) with the "idea of the aim" (Zielvorstd-
lung). These two factors join to produce a "determining tendency,"
which steers the thought sequence toward the aim and excludes
digressions.

According to Bartlett's (1932) theory of remembering, recall is the
joint product of the stimulus that elicits the recall (that reminds one)
and of an attitude, characterized as "very largely a matter of feeling
or affect." The latter ensures that what emerges from memory is
something pertinent to the present situation and not just a fortuitous
association.

The way in which cue stimuli and motivational stimuli cooperate to
fix upon a particular response has sometimes been pictured in ac-
cordance with the convergence theory, both among the early experi-
mentalists and among recent neobehaviorists. In this view, the response
selected is one that is stronger than others because it receives strength
from stimuli of both classes. Suppose that the task is to supply names
of capital cities, and the stimulus word is "France." The task tends
to evoke words like "London," "Paris," "Rome," etc., while the word
"France" evokes words like "art," "De Gaulle," "Paris." "Paris" is the
word actually uttered, because it is the only member of both lists and
thus has a double quota of habit strength.

The inadequacy of this theory was tellingly pointed out by Selz
(1913) with examples like the following. The task is to supply op-
posites (strengthening responses like "small," "night," "light," each of
them being the opposite of some familiar word) and the stimulus
word is "day" (evoking such associations as "sun," "light," "night,"
etc.). If the convergence theory is correct, "light" should be as proba-
ble a response as "night," since it also draws strength from both
sources.

Selz proposed instead what he called a "theory of complex com-
pletion," which may be translated into the language of modern be-
havior theory with the help of the principle of patterning (Hull, 1943).
Positive patterning, well authenticated in the conditioned-response
literature, is said to occur when a combination or succession of stimuli
evokes a learned response which is either not evoked at all or evoked
significantly less strongly when the component stimuli are presented
separately. So, through a similar form of learning, the combination of
"opposite" and "day" or some such phrase as "the opposite of day"
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is associated with the response "night" much more strongly than with
any alternative verbal response, whereas that response would not be
elicited nearly so strongly by "opposite" or "night" alone.

Reorganization

An important advance is made when the elements comprising trains
of thought are no longer tied to the chronological order in which the
events represented by them have usually happened.

When trying to recall an event or a series of events that are related
but widely dispersed in time, the human being does not have to work
his way through all the intervening events that are of no interest to
his present concern. He can, in the words of Bartlett (1932), "turn
round on his own schemata," i.e., "go directly to that portion of the
organized setting of past responses which is most relevant to the
needs of the moment."

Symbolic responses that are learned at different times, but likely
to be serviceable in the same situations, are grouped together into
what Bartlett calls "specialized schemata" pertaining to particular "ap-
petites, instinctive tendencies, interests and ideals." Bousfield and
Cohen (1953) have shown how, when words belonging to different
categories (male first names, animals, vegetables, professions) are
randomly interspersed, there is a tendency for words belonging to
the same category to cluster together in recall.

But the most noteworthy consequence of the ability to reorganize
symbolic material into new combinations and sequences is the pos-
sibility of "the assembly of behavior segments in novel combinations
suitable for problem solution" (Hull 1935, 1952). This piecing together
of elements from different behavior chains into new patterns can oc-
cur with both overt and symbolic responses, allowing not only practi-
cal but also intellectual problems to be solved insightfully and forming
one way in which new knowledge can be gained.

Motivational stimuli contribute to this potent new development in
two ways. First, they are responsible for "short-circuiting" or "serial-
segment elimination" (Hull 1952). Because they become conditioned
to all the responses in the sequence but most strongly to the response
nearest the goal, they cause the latter to come forward in time when-
ever their earlier performance is possible and conducive to reward.
They are thus able to forestall and render superfluous the preliminary
responses that originally led up to them. Bartlett is evidently express-
ing much the same idea when he writes that interest, appetite, etc.,
are the agents that lead a subject straight to the recollection that is
required at the moment, leaping over the trivial memories that sepa-
rate that moment in the past from his present situation.
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Secondly, a motivational stimulus often serves as the thread on which
a collection of symbols subserving a particular purpose is strung and
can be collectively hauled out of storage. This is what Bartlett evi-
dently means when he describes the schemata that are organized
round an appetite or an interest. It also forms the kernel of Hull's
theory of the "habit-family hierarchy." When several response se-
quences have led to the same goal at different times, they form a
habit-family hierarchy whose members can substitute for one another
or be formed into novel combinations to fit novel circumstances. The
entity that integrates the hierarchy and enables it to function in this
fashion is the goal stimulus, the stimulus produced by the fractional
anticipatory goal response that acts as an expectation or representa-
tion of the final outcome.

Ratiocination

The crowning achievement of the human intellect is commonly felt
to reside in the rigorous and tightly knit chains of symbolic formulas
that form the substance of logic, mathematics, and the most advanced
scientific theory. Here the order in which the symbolic responses ap-
pear does not have to depend on the order of the events represented
by them. There may, in fact, be no such events. The order is deter-
mined rather by rules of logic or laws of thought (Piaget 1947, In-
helder and Piaget 1956, Newell, Shaw, and Simon 1958).

The relations between this brand of thinking and motivational fac-
tors have been little investigated, possibly because logic is so fre-
quently considered to be a dispassionate activity which, to be effective,
must remain aloof from the more familiar and violent sources of affect.
But we are faced with the same motivational problems here as in the
other stages, and perhaps even in a purer and clearer form. We may
thus proceed to some general remarks summing up the problems as
they relate to epistemic behavior in general.

THE MOTIVATIONAL PROBLEMS OF THINKING

Thinking is, as we have seen, one way in which new knowledge
can be acquired, and it is through thinking, the manipulation of se-
quences of symbolic responses, that knowledge, once obtained, is
utilized. Even when knowledge is sought by other means than think-
ing—by consulting authorities or exposing oneself to nonsymbolic stim-
ulus events—thinking usually precedes, accompanies, and follows the
process. The problem of the motivational factors that affect epistemic
behavior in general can thus be considered together with those affect-
ing thinking in particular.
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In essence, the motivational problems that face us here are the
ones that concern behavior as a whole. There is, first, the problem
of the internal factors that help to determine responses. This problem
is of especial acuteness in thinking (1) because the symbolic responses
that may be evoked by a particular stimulus pattern are much more
numerous than the overt responses and (2) because internal stimuli,
whether or not they would be classified as motivational, will quite
overshadow external stimuli in deciding which thought will come up
at any juncture.

We have examined the unique contribution of motivational stimuli
in the selection of responses from alternatives. Their special properties
appear to derive simply from their lasting a long time—until the goal
is reached—and their occurrence in a large variety of situations, with
the result that they each become associated with a huge set of re-
sponses. Otherwise, their action follows the laws of associative learning
that are applicable to all stimuli.

But apart from this question of guidance of thought, we have the
connected questions of what makes a sequence of thought (or any
kind of quest for knowledge) begin and what determines how long
it lasts. The motivational stimuli that help to guide thought appear
also to play their part in determining when thinking will start, con-
tinue, or end. But these are services that we cannot expect from any
and every stimulus. They would seem to necessitate stimuli that carry
weight with the arousal system. This is, therefore, where we come up
most sharply against the problems of epistemic curiosity, the brand of
arousal that motivates the quest for knowledge and is relieved when
knowledge is procured. We distinguish it from the perceptual curiosity
that is reduced by exposure to appropriate stimuli. It must be left to
the research data of the future to clarify the exact relation that holds
between them. For the present, we must adhere to the distinction.

THE ROLE OF EXTRINSIC MOTIVATION

A great deal of searching for knowledge is clearly prompted by
pressing practical problems. Some extraneous drive, like hunger, thirst,
pain, sex, fear, or desire for money, is aroused, and knowledge is
needed to direct the subject to courses of action that conduce to the
mitigation of the drive. Sometimes knowledge is welcome, not because
it can help the subject to cope with a predicament of the moment, but
because it might be useful when practical problems are encountered
in the future. The reward value of acquiring knowledge would then
be ascribed to the mechanism of secondary reward or that of fear
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reduction. On other occasions, stimuli, especially symbolic stimuli,
may be sought purely for their secondary reward value, derived from
their association with concrete satisfactions, regardless of any practical
value that they might have. But the kind of free-association fantasy
that forms daydreams is capable of serving this purpose without the
element of belief that is one of the hallmarks of knowledge. Often
the reward value of knowledge depends on some social usefulness like
gaining prestige or passing an examination.

It is not surprising, therefore, that there should be theories current
that interpret epistemic motivation as a derivative of such extrinsic
drives.

1. Decision theory consists mainly of normative discussions of what
methods of making decisions are most advisable. Most of its content
is therefore not directly concerned with hpw people act in practice.
But it can hardly be sealed ofl altogether from the empirical questions
of psychology, because every statement of normative theory auto-
matically supplies an empirical hypothesis, namely, that human be-
ings actually behave in accord with that statement, and because human
beings undoubtedly approximate the rational prescriptions of decision
theory occasionally.

The process of obtaining knowledge, or, as it is commonly called in
decision-theory circles, information, is central to most of the problems
with which these circles are preoccupied. In one kind of situation that
has been studied extensively, there are a number of possible events,
some of them under the control of the subject's own actions and others
which are beyond his control since they depend on the caprices of
nature or the actions of human opponents. The subject has estimates
of the probabilities of the events that are independent of him and of
the utility of the outcome that each combination of events would have
for him. He can then calculate, for each course of action or strategy
that is available to him, an expected value, by multiplying the utility
of each possible outcome by its probability and summing. The strategy
with the maximum expected value is then the optimal strategy which
he should select.

In many such situations (known as sequential-decision situations),
the subject can choose to secure more information, postponing his
definitive action. This expedient will, in accordance with information-
theory definitions, reduce uncertainty, which means redistributing
probabilities among the outcomes. It may change the expected values
that are assigned to the various strategies and thus enable the subject,
once he is in possession of the information, to identify and adopt a
strategy with higher expected gain than he could detect before. If
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the information obtained were complete, he would, of course, know
exactly which events would occur and thus be certain of the utility
that would accrue from each strategy.

Gathering information in most sequential-decision situations, e.g.,
in industry or medicine, involves a cost, whether in money, time, effort,
or discomfort. But, as Marschak (1955) shows, the decision to seek
more information is justified if, and only if, the expected gain with the
information exceeds the expected gain without the information by at
least the cost of securing the information.

This is more or less how many persons, among those who have and
those who have not studied decision theory, decide whether or not to
equip themselves with specific items of knowledge. There are also
many who do not act in this way when faced with problems to which
the theory is applicable. We have, however, to supplement the theory
with some account of the conditions in which knowledge is sought
when probabilities and utilities are unknown. Most important of all,
we need to consider cases where knowledge is pursued for its own
intrinsic utility. For example, it is likely that an individual who is sub-
ject to a risk-taking situation—even when he knows the probabilities
and utilities of the alternative outcomes and is confident that he has
entrusted his fate to the best possible strategy—would be willing to
pay to shorten the time that he has to wait before knowing what will
happen. When people are at the mercy of future circumstances on
which matters of great weight will turn, perhaps bound up with the
success or failure of economic ventures, with legal proceedings, or
with health, there is often no limit to the vehemence with which they
will clamor for prognoses. And this clamoring is by no means restricted
to times when foreknowledge enables risks to be curtailed.

2. Psychoanalysis (Freud 1905&, Abraham 1921) ascribes the desire
to know or to explore (der Wiss- oder Forschertrieh) to sublimations
of the various component drives of the libido or sex drive. Freud him-
self traced it back to a dual origin composed of scoptophilia, the desire
to see sexually stimulating sights, and the urge for oral incorporation
with conversion of a hunger for food into a hunger for knowledge.
If knowledge is perceived as means to power or as a way of retaining
residues of past sensory experiences within one, thus increasing inde-
pendence and self-sufficiency, it could be construed as a substitute
satisfaction for anal-aggressive or anal-retentive impulses as well.

The main trouble with these hypotheses, as with many of those that
have grown out of psychoanalysis, is the failure to indicate with suf-
ficient precision how they can be verified or falsified without the
manifold biases of evidence derived from psychotherapeutic sessions.
What they seem to imply in case of the desire for knowledge is that
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epistemic responses draw strength, through generalization, from learn-
ing processes that have occurred in early childhood. The prevalence
of metaphors such as "hunger" or "thirst for knowledge," "absorbing
knowledge," "retaining knowledge," etc., demonstrate that there is
enough similarity between epistemic behavior on the one hand and
alimentary or costive behavior on the other for verbal responses to
generalize. It should therefore be quite possible for attitudes of a
deeper sort to generalize also, and what happened to an individual in
the critical situations of infancy may conceivably determine how
ardently he seeks out certain kinds of knowledge or even knowledge
in general.

But we can scarcely content ourselves with these hypotheses as the
whole explanation of epistemic behavior. The obvious linkages be-
tween epistemic behavior and the various forms of exploratory be-
havior that are in evidence from birth on, and almost throughout the
animal kingdom, point to a more autonomous biological significance.
Freud maintains that the first curiosity of the child is aimed at the
question "Where do babies come from?" But if this is to be taken in
a literal and testable sense, it is manifestly untrue in the light of
studies of children's questions (Piaget 1923, Isaacs 1930), not to men-
tion other nonverbal and nonepistemic manifestations of curiosity.
Furthermore, the psychoanalytic theory, even if it were completely
vindicated, could hardly claim to answer all the questions, particu-
larly the quantitative questions, about epistemic motivation that we
should like to ask.

3. S-R reinforcement theory, of the kind developed by Dollard and
Miller (1950) and, in so far as his behavior theory falls within this
category, by Skinner (1953), sees epistemic behavior largely as an
outgrowth of habits derived from the individual's previous history of
extrinsic rewards. Dollard and Miller speak of drives for "being logi-
cal (eliminating contradictions)" and "being oriented (having an
explanation)." They assume that being illogical or disoriented must
often have had disagreeable accompaniments in the past, so that these
states will have acquired drive value through learning. Skinner de-
scribes how the emission of "tacts" (verbal responses corresponding
to states of affairs in the real world), first overtly and later subvocally,
is encouraged through "generalized reinforcers," usually social, such
as approval from parents.

While conceding that this type of explanation must contain an im-
portant measure of truth, we must raise once again the difficulty faced
by all theories of stimulus selection that base themselves on generali-
zation from past experiences. The situations that excite epistemic be-
havior most intensely are obviously ones that differ in some striking
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way from familiar situations which are already covered by an indi-
vidual's store of knowledge. If the evocation of previously reinforced
responses through generalization were the operative factor, we should
expect that situations that are identical with those which have occa-
sioned successful quests for knowledge in the past would be the ones
to call forth epistemic behavior most intensely. But we do not conduct
research into matters we feel we know all about. We may rehearse
the knowledge we have about them, but we do not repeat knowledge-
gathering responses aimed at them.

It may be objected that the generalization is based, not on physical
similarity between a new situation about which we feel ignorant and
some past situation in which we have extricated ourselves from the
penalties of ignorance, but on some similarity in their relation to us,
some similarity in our initial reaction to them. This is obviously a
valid point, but the crux of the problem then lies in the characteriza-
tion of these common reactions to situations that show our stock of
knowledge to be wanting.

To sum up, we have agreed that theories that attribute epistemic
behavior to extrinsic motivation have their share of validity, but they
fail most seriously when they are applied to epistemic searches con-
cerned with matters that are perplexing but trivial from a practical
point of view. It is possible for a die-hard Freudian or Skinnerian to
insist that even these searches must derive, in some untraceable way,
from the vagaries of psychosexual development or of instrumental-
learning experiences. But convincing proof of these extreme assertions
has so far not been forthcoming.

We shall, however, go further and contend that even when extrinsic
drives most indisputably dominate epistemic behavior, they must be
supplemented by other motivational factors related to those which
govern intrinsic epistemic behavior. To illustrate what we mean, we
may take an example of thinking aimed at the solution of a practical
problem. Let us suppose that an explorer on safari in the African
jungle finds his path barred by an unfordable stream. One of the most
evident advantages of thinking over blind overt trial and error in such
situations is that it permits unsuccessful attempts at a solution to be
identified without the wasted effort and danger of actually perform-
ing them. Often, it is true, the solution that seems workable cannot
be accepted with confidence until it has been tried out. But even then,
the only courses of action that are put to a practical test are ones
that are judged to have a high probability of succeeding.

Many protracted spells of thinking about practical problems are
concluded with the celebrated "a-ha experience," which leaves the
thinker quite sure that he has found the solution and feeling that he

278



can see exactly why it must be right. The problem is even more acute
when the problem is not a matter of gaining some practical end or
making an accurate prediction of a future event but a matter of finding
an explanation for something that perplexes. Scientific explanations
are checked by deducing and verifying some prediction about future
events from them. But there are many kinds of explanation, other than
the scientific, that are effective in allaying curiosity in our own and
other societies, and even when an event is accounted for in terms of
known scientific laws, the explanation is in most instances taken as
satisfactory without being subjected to a specific empirical test. A
mathematical or logical explanation can often be translated into a
testable prediction, but more often than not, those with the requisite
training judge its adequacy by inspecting it.

To return to the traveler whom we left on the bank of the stream,
we suppose that he ponders and, after many false starts, arrives at a
train of thought in which he imagines himself ordering his bearers to
fell a certain tree, thinks of the tree falling athwart the stream, thinks
of himself and his bearers walking along the trunk, and thinks of the
whole party setting foot on the opposite bank. At this point he inter-
rupts his thinking, evinces satisfaction, and orders his plan to be put
into effect.

The prevalent behavior-theory explanation would describe how each
symbolic response representing a step in the solution would evoke the
next response, until eventually he came to a representation of the
goal situation, namely, reaching the opposite bank of the stream. This
last representation, according to this account, would terminate think-
ing by reducing the drive that motivated it.

But if all that is required is some pleasing symbolic response, why
does the explorer not simply imagine himself on the other side of the
stream without going through the preliminaries of imagining steps
that would, in practice, make it possible to realize this desired state
of affairs? If the explorer were an immature and maladjusted person,
given to fantasy, he might well react in this way. But he would hardly
have reached his present location if this were his wonted reaction to
difficulties. Why is the symbolization of a rewarding stimulus situation
effective in stopping directed thinking only when a realistic means to
it has been discovered?

Theories that rely solely on extrinsic drive are up against a dilemma
here. If relief of the drive by external agencies is necessary, such relief
will not be forthcoming until thinking has stopped and given way to
action. If internal stimuli from symbolic responses can relieve the
drive, they should be able to do so in the form of a pipe dream.

The problem is perhaps even clearer when we consider thinking
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that is aimed at mathematical or logical proofs (see Newell, Shaw,
and Simon 1958). A proof consists of a chain of symbolic formulas
with the following characteristics:

1. The chain begins with one or more of the axioms of the system.
2. Each formula is constructed in accordance with the laws govern-

ing the use of the language of the system.
3. Each formula follows from the last in accordance with the rules

of inference of the system.
4. The chain ends with the formula that is to be proved.
It is evident that writing down this last formula after an arduous

spell of intellectual toil is highly gratifying and eliminates whatever
drive it was that impelled the effort. It is, however, equally evident
that the thinker not only can but does repeat to himself the formula
that he has to prove many times before the proof has been completed.
We must explain therefore why this response has a reward value when
it occurs as the final stage of a valid proof that it lacks when per-
formed in other contexts.

THE ROLE OF CONCEPTUAL CONFLICT

We shall contend that conflict among symbolic response tendencies
holds the key to these difficulties, that it provides the motivation for
intrinsic epistemic behavior, and that it supplements extrinsic motiva-
tion when knowledge is sought for practical or social ends. This con-
tention will bring epistemic curiosity and perceptual curiosity close
together. The two are already related through the fact that explora-
tory responses often serve simultaneously to expose receptors to stimuli
and to deposit a permanent trace of the same stimuli in the form of
knowledge. We are suggesting that the two are related also because
the conditions that evoke them, while differing in many important re-
spects, are alike in involving arousal potential.

Several writers who have concerned themselves with the question
of what starts human beings thinking have given answers that come
quite close to ours.

1. There are, first of all, those who describe thinking as a reaction
to a gap. Gestalt psychology has inspired the idea that thinking inter-
venes when a conceptual configuration has something missing that is
needed to give it closure and thus make it stable and "good." Bartlett
(1958) speaks of gaps in information. The subject has information
about some elements of the situation but lacks information about ele-
ments that come between or after them. Thinking fills in these lacunae,
by interpolation or extrapolation, in accordance with the nature of the
known material.

280



Descriptions of this kind are very apt in many ways. But they re-
main to some extent no more than metaphors. We still want to know
exactly what constitutes a gap, how a subject recognizes one, and
what determines which gaps will have precedence over others in com-
manding thought.

2. Other writers use terms approximating the concept of frustration.
Claparede (1933), for example, says that thinking begins with a ques-
tion which is the awareness of a "failure of adaptation" (desadapta-
tion). He also refers to this condition as a "need" and as a "dis-
turbance of equilibrium."

3. There are writers who have actually used the term "conflict" in
senses that, while not identical with that we are adopting, are not too
far from it. In Duncker's (1945) monograph on problem solving, we
find the idea that conflict not only initiates thinking but guides its
course as well. Thinking is said to proceed through a succession of
reinterpretations of the problem situation. "Analysis of the situation,"
writes Duncker, "is . . . primarily analysis of a conflict," i.e., analysis
of why a particular proposed solution will not work, of where the
trouble arises. Successful thinking identifies and removes the various
conflict elements.

Dewey (1910) expounds, with concrete examples, the way in which
thinking is launched by conflict. Thinking begins with a "felt difficulty"
and proceeds to its "location and definition," but these two stages, in
Dewey's words, "often fuse into one conflict between conditions at
hand and a desired and intended result, between an end and the
means for reaching it. The object of thinking is to introduce a con-
gruity between the two."

He supplies three enlightening examples. In the first, he tells how
he was once several miles away from a place in New York where he
was due for an appointment ten minutes later. After thinking about
alternative means of transportation, he decided that the subway was
the one most likely to convey him there in time. In such cases, "the
problem is the discovery of intervening terms which, inserted between
the remote end and the given means, will harmonize them with each
other." In the second example, he observed something that looked like
a flagpole on the bow of a boat and yet could not have that function.
His thinking led him to conclude that it must be a device for helping
a pilot to see the direction in which the boat was traveling. This kind
of problem involves an "incompatibility of a suggested and (tempo-
rarily) accepted belief with certain other facts." Finally he cites the
puzzlement with which he noticed that bubbles enter tumblers when
they are being dried. It was allayed when he realized that the air in-
side a tumbler that has just been rinsed in hot water must be warmer
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than the air outside and hence have a lower pressure. In this kind of
situation, "an observer trained to the idea of natural laws or uni-
formities finds something odd or exceptional" in the behavior of some
natural phenomenon, and "the problem is to reduce the apparent
anomaly to instances of well-established laws." It is a matter of find-
ing "intermediate terms which will connect seemingly extraordinary
movements with the conditions known to follow from processes sup-
posed to be operative."

INDIVIDUAL DIFFERENCES

In conclusion, we must note some relevant findings that relate to
individual differences:

Cattell's (1957) factor analyses of human motives have repeatedly
turned up an "erg" or drive, varying in prevailing strength from one
individual to another, that he calls exploration (curiosity). It is repre-
sented in desires to read books, newspapers, and magazines, to listen
to music, to know more about science, to satisfy curiosity about every-
thing going on in one's neighborhood, to see more paintings and
sculpture, to learn more about mechanical and electrical gadgets, to
see a good film or play, all of which are measured by a variety of
indirect, objective techniques. It also has significant positive cor-
relations with the personality traits of premsia (protected emotional
sensitivity, unrealistic tender-mindedness) and radicalism (Cattell and
Baggaley 1958). The factor seems clearly to be concerned with epis-
temic behavior in particular, but its composition points to a motiva-
tional affinity, in keeping with our suppositions, between epistemic
behavior, aesthetic behavior, and diversive exploratory behavior.

In pursuing the factors that underlie ability to think creatively, Guil-
ford (1956) and his collaborators have identified a dimension of sensi-
tivity to problems. An individual's endowment with this factor can be
measured by means of the Seeing Problems test (in which he is asked
to list problems raised by a common object such as a candle) and the
Seeing Deficiencies test (in which he is introduced to a series of gen-
eral plans for solving particular problems and has to state what new
problems are raised by each plan). The dependence of epistemic be-
havior on responsiveness to discrepancies and lacunae seems here to
be borne out, especially by the role of the latter test.
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Chapter 11

TOWARD A THEORY OF EPISTEMIC

BEHAVIOR: CONCEPTUAL CONFLICT

AND EPISTEMIC CURIOSITY

Experimental studies of conflict between overt responses are diffi-
cult enough to conduct and have been scanty, considering the im-
portance of the topic. To extend the notion of conflict to implicit re-
sponses thus amounts to quite a bold scouting expedition. It is not
unreasonable, however, to suppose that there can be incompatibilities
between symbolic responses and that the conflict engendered by them,
which we shall call conceptual conflict, may affect the central nervous
system in much the same way as other forms of conflict.

Among a number of recent writers who have recognized something
like our conceptual conflict (e.g., Heider 1946, Osgood and Tannen-
baum 1955, Cartwright and Harary 1956), Festinger (1957) and Abel-
son (Abelson and Rosenberg 1958, Abelson 1958) have come closest
to our concept, while concentrating on different aspects of the phe-
nomenon.

Festinger's "dissonance" is a relation that can obtain between two
"cognitive elements" (beliefs, evaluations, perceptions) or between a
cognitive element and an overt action that the subject either is con-
templating or has already executed. He actually subsumes the second
case under the first by referring to the cognitive element corresponding
to the action (i.e., the memory or the thought of performing it). Most
of his discussion is, however, devoted to the second case. He also deals
preponderantly with dissonances between evaluations rather than be-
tween factual beliefs. Dissonance is defined in terms of logical contra-
diction ("p implies not-q"), but, taken strictly, this definition does not
fit many of the instances that are analyzed. The statement "Car A is
superior to car B," and the statement "I have bought car B," are cer-
tainly not contradictory in the usual sense that they cannot both be
true. It seems better to invoke the more general notion of conflict.

When dissonance is present, there is held to be a drive toward its
reduction, with a strength depending on the importance of the areas
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between which the clash occurs and the proportion (suitably weighted)
of all relations between these areas that happen to be dissonant.

Dissonance can be reduced in a variety of ways, e.g., by changing
evaluations of conflicting elements, by reducing the importance at-
tached to them, by propagating rumors to justify hard-pressed beliefs
or evaluations, or by seeking social support from other persons who
share them. Most interesting of all, in view of our current interest in
stimulus selection, is Festinger's prediction that dissonance will help
to determine what stimuli are sought out, favoring pursuit of those
which are likely to moderate dissonance and avoidance of those
which are apt to aggravate it. In harmony with this prediction, it was
found that motorists tend to expose themselves to advertisements that
commend the make of car that they have bought rather than to adver-
tisements extolling the virtues of other makes that the}' might have
chosen. There are, however, other hypotheses that might explain such
phenomena differently.

Abelson's theory of "cognitive imbalance" is even more frankly
focused on discrepancies among evaluations rather than factual be-
liefs. Cognitive elements can be valued positively, negatively, or neu-
trally, and between any two of these elements there can be an asso-
ciative relation (expressed by words like "is," "has," "includes," "likes,"
"helps," "produces," "implies") or a dissociative relation (expressed by
words like "avoids," "hates," "hinders," "defeats," "destroys," "is incom-
patible with"). Imbalance is said to exist when two positively or two
negatively valued elements are dissociatively linked or when a posi-
tively valued and a negatively valued element are associatively linked,
and there is assumed to be a "pressure toward the attainment of cog-
nitive balance."

Imbalance can be reduced by reorganizing attitudes and belief in
any of the following four ways:

1. Denial. The evaluation of one of the elements involved is
changed. For example, a man who would like both to be slim and to
eat rich foods, but realizes that it is impossible to satisfy both likes,
professes that he never liked rich foods anyway.

2. Bolstering. One of the elements is linked with other ideas that
are associated with strong attitudes and with whose assistance the
opposing belief or evaluation can be outweighed. For example, the
smoker who is worried about lung cancer decides that smoking is a
bad habit and costs too much money.

3. Differentiation. A distinction is made within one of the conflict-
ing elements, such that some aspect of it is valued positively and the
other negatively. For example, a tendency to believe in the truth of
the Bible and a tendency to believe in the theory of evolution are
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reconciled by differentiating literal truth and figurative truth and at-
tributing only the latter to the Bible.

4. Transcendence. The conflicting elements are combined into some
larger unit which is collectively viewed with favor or disfavor. For
example, a partiality for both science and religion, perceived as lead-
ing in opposing directions, may give rise to the feeling that a well-
rounded life requires the cultivation of both.

Our own concern with conceptual conflict leads us in different direc-
tions from those pursued by Festinger and Abelson. We are interested
primarily in conflicts arising out of the denotative content rather than
the affective tone of beliefs or thoughts and also in the relations be-
tween such conflicts and the pursuit of knowledge.

Nevertheless, there is much in common between these conceptions,
despite their divergent emphases. The ways in which dissonance or
imbalance can be removed, according to these other authors, parallel
the ways in which the acquisition of knowledge can relieve conflict,
as we shall see. Furthermore, all these theories are alike in recognizing
that the beliefs, attitudes, and other symbolic processes of an individ-
ual do not exist in isolation but interact, that there can be discrepancies
between them that the individual is motivated to remedy.

This is one respect in which the human nervous system differs from
the electronic computer, with which it is so often compared. The com-
puter is apt to come to a halt as soon as any obstacle is placed in the
way of its functioning, e.g., when it is given some instruction that it
cannot execute or when the information that is necessary for a partic-
ular operation is lacking. The human nervous system does not accept
such situations passively. On the other hand, computers may one day
be programed to react constructively to conflicts between instructions
or deficiencies in information. They will then be able to raise and
solve problems of their own formulation and exercise control over the
information that they take in.

VARIETIES OF CONCEPTUAL CONFLICT

Conceptual conflict can presumably result, like other forms of con-
flict, from innate antagonism, learned antagonism, or occlusion. In so
far as symbolic representations embody evaluations—characterizations
of things as good or bad, pleasant or unpleasant—they may well in-
volve autonomic processes, glandular processes, or processes in the
limbic system of the lower brain. If an individual is subjected simul-
taneously to conditions that lead him to evaluate the same entity both
favorably and unfavorably, physiological processes that are innately
antagonistic may be aroused at once.
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When muscular activities are represented in thought, weak action
currents are detectable in the muscles that these activities would bring
into play. It is thus possible, here again, that there would be some
physiological incompatibility when activities that would mean con-
traction and relaxation of the same muscles are called to mind at once.

The possibilities for occlusion that arise from the ramification of
associations are impossible to overlook. Whether it is practicable to
think two thoughts at once is a question that is inherently difficult to
settle. But let us suppose that each thought is, on the average, asso-
ciated with n other thoughts, and let us even suppose that n thoughts
could be entertained simultaneously. Each of these n thoughts would
then arouse n other thoughts in the next unit of time, producing a
total of n2, then n3, and so on. The limits of channel capacity, how-
ever capacious, must rapidly be overstepped.

Most conceptual conflict will, however, fall clearly into the learned-
antagonism class. Training in the use of language, in the facts of ex-
ternal nature, and in the techniques of thinking will have made the
subject averse to, or incapable of, fusing certain elements into one
symbolic unit. He will have learned that the various stimulus properties
that populate the universe and form the substance of his own thoughts
are not independent of one another. Some occur together more often
and some less often. Some are invariably found in juxtaposition and
some never. There may thus arise an acquired mutual inhibitory rela-
tion between the concepts, or their combination may become drive
inducing. Some of the major types of conceptual conflict that can come
about in this way may be enumerated as follows, without maintaining
that the list is complete or that the boundaries between them are
sharp.

Doubt. There is, first of all, the conflict between tendencies to be-
lieve and to disbelieve the same statement. Doubt will presumably
create maximum conflict when the tendencies to believe and to dis-
believe are equal in strength, and when maximally strong but incom-
patible overt responses are associated with them. The agonies of
Othello illustrate the point admirably.

We class doubt provisionally as learned antagonism. It is, however,
entirely possible that it involves some kind of excitatory and inhibitory
neural processes with an innate physiological opposition between them.

Perplexity. When there are factors inclining the subject toward each
of a number of mutually exclusive beliefs, e.g., when there is some
evidence favoring each of them but no way of knowing for certain
which is true, we have the second type of conceptual conflict. This is
the kind of situation for which the information-theory measure of un-
certainty was originally designed and to which it can be most natu-
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rally applied. Perplexity must encompass doubt, since there will be
factors simultaneously supporting and inhibiting each of the alterna-
tive beliefs when it is contemplated separately.

Contradiction. It was long believed among philosophers that the
ability to recognize logical contradictions is inborn and one of the
peculiar glories of the human mind. This view is now much less
prevalent for several reasons: the demonstration by logicians and
mathematicians that what is and is not a contradiction varies with the
axiom system that is under consideration, the studies of developmental
psychologists like Piaget who show that the logical capacities necessary
for avoidance of contradiction are acquired gradually, and, finally,
a mass of experimental and anecdotal evidence that few adults are
infallibly immune to illogicality. It seems reasonable, therefore, to
suppose that human beings eschew fallacious thinking, in so far as
they do so, as a result of learning, because the overt expression of
thinking that violates the laws of thought leads to disapproval and
ridicule from parents, teachers, and peers, or otherwise that illicit
deduction comes to be associated with sad disappointments in the
course of attempts to predict and control events. Either way, symbolic
sequences that make for contradiction will come to arouse a drive,
provided that the contradiction is recognized as such.

Conceptual Incongruity. The fourth type of conceptual conflict oc-
curs when a subject has learned to believe that property A is unlikely
to be found together with property B, and yet sources of knowledge
indicate that a certain object or event has both A and B. Earlier
chapters have dealt with perceptual incongruity, which occurs when
properties regarded as incompatible are perceived together. In that
case, the conflict is between the perceptual responses evoked through
stimulation of receptors and those evoked centrally through redinte-
gration. Conceptual incongruity, on the other hand, arises out of
learned conflict between symbolic responses. Perceptual incongruity
would occur when a person who expects all swans to be white first
sees a black swan. Conceptual incongruity would occur when a person
who has hitherto believed that all swans are white hears, reads, or
deduces that black swans exist.

Confusion. Stimulus patterns that are ambiguous or can be confused
with one another may give rise to conflicting symbolic responses in
much the same way as they arouse conflicting identifying or overt
responses. When we first see a hybrid animal like the tigon, the
stimulus pattern is sufficiently similar to those produced by a lion
and a tiger to evoke responses corresponding to both and yet not so
much nearer the one than the other that one set of responses will
predominate.
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An experience of this kind might leave one wondering which the
animal could have been. But conceptual and perceptual ambiguity or
confusion is probably most frequently a product of symbolic stimuli—
drawings, letters of the alphabet, verbal descriptions—either because
the person creating them has not succeeded in conveying his intent
unequivocally or because the symbolic pattern undergoes distortion
between leaving him and impinging on the recipient's receptors. In
information-theory language, there is apt to be noise at several points
along the channel.

Irrelevance. This is by far the hardest kind of learned conceptual
conflict to define, let alone to explain. But there is no doubt about the
strength of the learned aversive quality that it can have. In any form
of psychotherapy that uses free association, the patient invariably
takes a few days to accustom himself to flitting inconsequentially from
topic to topic and, in fact, rarely succeeds in doing so to more than
a minor extent. His previous training to speak and think coherently
provokes resistance long before his free association has led him to
touch on anything delicate or anxiety-laden.

The learning process involved may be partly the same as that re-
sponsible for the clustering of words belonging to a common category
in recall: we learn to connect thoughts with certain supraordinate
concepts or topics, and there is a disinclination to entertain ideas on
a different topic until all available ideas pertaining to the topic of
the moment have been exhausted. It may be partly a matter of learn-
ing to distinguish the ways in which thoughts conducive to successful
thinking are related to the problem on hand. Finally, we are all so
thoroughly taught to follow threads in other people's conversation
that severe frustration and arousal are apt to result when efforts to
connect one utterance with the last meet with difficulty. Generalization
or punishment will explain why similar discomfort supervenes when
our own utterances or thoughts are not linked together perspicuously.

In information-theory terms, doubt and ambiguity are states of high
uncertainty, since the subject is faced with a number of alternative
states of affairs leading to different expectations with regard to future
events, and he must treat them as more or less equally probable.
Conceptual incongruity means a state of affairs with a low initial
probability and thus a high information content, while contradiction
means a state with a probability of zero and bearing an infinite amount
of information (see Bar Hillel and Carnap 1953). Irrelevant thoughts
correspond to signals that are statistically independent of important
events and consequently bear no information about them, leaving high
uncertainty undiminished. So in all cases, we have the makings of
intense arousal.
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THE SEQUENCE OF EVENTS

We have noted how both cue stimuli and motivational or drive-
inducing stimuli are required both to propel a quest for knowledge
and to control its course. It is plain that some pattern including
stimuli of both sorts will be needed to set the quest in motion in the
first place.

The clearest example of such a pattern is a question. Some quests
for knowledge start out with an explicit question, either put to the
subject by another person or formulated to himself as a consequence
of his own thoughts or observations. But this does not always seem
to be the case. There are even instances of diversive epistemic
curiosity, when somebody is eager to learn something new without
much caring what. All specific epistemic behavior must, however, be
launched by the equivalent of a question.

In the grammatical structure of a question, the cue and motivational
components are fairly distinct. The yes-or-no question, e.g., "Has the
train for London left yet?" contains a reference to an event which
serves as a cue, confining associations to a narrowly restricted section
of the individual's repertoire. The interrogative word order supplies
the motivation, indicating that conflict between expectations of af-
firmation and denial exists in the questioner. In the kind of question
that begins with an interrogative adverb, e.g., "When does the next
train for London leave?" there is a similar cue element, but the
interrogative adverb provides a motivating perplexity conflict; it
implies an information space, with some attendant uncertainty in the
questioner. He must know the kinds of answers that are given to
questions beginning with "when," especially to questions about the
times of trains. He may even be able to assign probabilities to the
various times that the train might depart, making it possible to work
out a measure of his uncertainty.

There is ample testimony in everyday life to the power with which
questions can impel the delivery of an answer if known, or a search
for an answer otherwise. The gruffest and surliest of crosspatches
finds it hard to ignore a direct question to the point of saying noth-
ing at all. Persistent interrogation, even without accompanying physi-
cal and psychological pressures, has led many a criminal to make
revelations very much opposed to his interests. The skillful lecturer
or writer excites curiosity and an eagerness to remain with him by
putting questions which have never occurred to his listeners or
readers. Celebrated thinkers have not infrequently been stimulated
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to a lifetime's inquiry through thinking of questions about matters
that ordinary men take for granted.

Once the quest for an answer has begun, the uncertainty and con-
flict implicit in the question will inevitably be augmented by con-
ceptual conflicts of other kinds:

1. The question itself may embody conceptual incongruity. For
example, "What crops do some ants cultivate in underground farms?"
is especially likely to stimulate curiosity in a person who has never
heard of fungus-growing ant colonies, since it embodies the assertion,
contrary to his prior beliefs, that insects can engage in agriculture.

2. In a subject who is versed in entomology, any utterance that
juxtaposes "ants" with "farms" will, through patterning, evoke associa-
tions peculiar to fungus-growing ants. In one who is not, there will be
no associations peculiar to the combination. But, knowing how difficult
it is to keep the mind blank, we shall expect some thoughts to emerge.
The thoughts that are most likely to come up are those which are as-
sociated with the separate elements. The word "ants" will give rise
to thoughts about small, black, busy insects and the word "farming"
to thoughts of life in human rural communities. The two trains of
thought will not fit in with each other, and the resultant associations
will not help in the discovery of an answer to the question, so that
irrelevance conflict will grow. We may, in fact, advance the hypothesis
that the arousal value of situations where a subject is completely
baffled by a problem comes partly from frustration and partly from
the fact that, in default of others, irrelevant thoughts obtrude them-
selves.

3. After a period of thought or other epistemic behavior, the sub-
ject may light upon a number of possible answers. But as long as
they all seem worth considering and there is no cause for preferring
one to the others, there will be perplexity conflict.

4. Finally, one answer may be singled out as the most plausible
one. But if the subject has no way of being sure that it is correct, there
will be doubt conflict.

Thus conflict from a variety of sources will be present to keep
epistemic curiosity alive, to keep the epistemic process moving, and
to determine in what direction it will turn at each choice point.

THE REDUCTION OF CONFLICT BY THE

ACQUISITION OF KNOWLEDGE

Incompatible beliefs, like incompatible habits generally, can lie
dormant in the nervous system without generating any disturbance or
impelling any change in the network of knowledge. Conceptual con-
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flict and its attendant disequilibrium will not emerge until some ex-
ternal stimulus pattern, verbal or nonverbal, or some thought process
causes incompatible symbolic responses to be aroused in combination.

There are, of course, plenty of learned responses that are capable
of alleviating conceptual conflict besides those that augment knowl-
edge. Stimulus patterns that may not square with the subject's es-
tablished beliefs, or thoughts that may detonate their latent incon-
sistencies, can often simply be avoided. Psychoanalytic writers (e.g.,
Freud 1913, Abraham 1921) have vividly described the sort of person
who goes about in terror of knowing and understanding, who enjoys
mysteries and decries anything that might possibly foist clarity or
certainty onto him.

How likely an individual is to behave in these ways will depend
on his personality and on how unsuccessful he has previously been
in disposing of puzzles by facing them. The policy of safeguarding
beliefs by shielding them from possible jolts is, however, apt to
postpone trouble rather than eliminate it, which must militate against
recourse to it.

Beliefs may likewise change passively, especially in their evaluative
aspects, under the pressure of conceptual conflict, in much the same
way as they can be tugged out of shape by the forces that make
for rationalization and wishful thinking. Changes of this sort are
among the processes discussed by Festinger and Abelson. But the
forms that beliefs assume in this manner will reflect the interplay of
internal stresses and strains more than they will correspond to ex-
ternal reality. The replacement of one belief by another that is less
troublesome will aggravate rather than lessen conflict in a person of
adequate psychological health, intelligence, and intellectual training,
unless it is sanctioned by logical thinking or new external evidence.

A new belief that assuages conflict may be fostered by external
stimuli that impinge on the subject through no effort of his own.
As many social-psychological studies (e.g., Cantril 1941, Airport and
Postman 1947) have graphically depicted, periods of political and
social upheaval are apt to bring with them a barrage of unprecedented
experiences that unseat established expectations and beliefs. In such
circumstances, human beings are extraordinarily suggestible and liable
to be taken in by propaganda, to espouse any fanatical social move-
ment that forces itself on their attention, or to accept and spread
rumors, provided only that they can derive from these sources the
explanations and predictions that their prior beliefs are at a loss to
supply.

The conception of knowledge that we have outlined obliges us
to consider all these processes as ways in which knowledge can be

291



modified. Some would refuse to regard any but a true belief as an
item of knowledge. But this is essentially an extrapsychological cri-
terion; to use the subdivisions of semiotic (the science of signs and
symbols) proposed by Morris (1938, 1946), this is a matter of se-
mantics (the study of the relations between signs and what they stand
for), whereas the psychology of symbolic processes is directly con-
cerned only with pragmatics (the study of the relations between signs
and the organisms that use them). Whether a belief is true or not
may well affect the domain of psychology in the long run, since it
determines the likelihood that a subject will encounter stimulus situ-
ations that run counter to his beliefs. Apart from this consideration,
however, and with regard to events outside the present stimulus field,
a false belief must affect behavior in exactly the same way as a valid
one.

But even if they are classifiable as changes in knowledge, the
mechanisms that we have just been reviewing do not count as
epistemic behavior as long as the stimuli that generate the new belief
are independent of what the subject himself does. Epistemic responses
bring about knowledge-furnishing stimulus patterns that would not
have been available without them.

Whatever the means by which conceptual conflict is reduced—
whether it be through knowledge accruing as a consequence of
epistemic behavior, through knowledge acquired independently of
epistemic behavior, or through any other of the mechanisms that
we have mentioned—there would seem to be only three ways in
which the reduction in conflict can be effected, namely, by making
the competing response tendencies less incompatible, by introducing
a new response tendency that is stronger than those which are in
competition, or by strengthening or weakening one or more of the
competing response tendencies and thus rendering the conflict unequal.
We shall refer to these three ways as conciliation, swamping, and
disequalization.

Conciliation

Since the incompatibilities that make for acquired-antagonism con-
flict are products of learning, other learning should be able to undo
them. Inhibitory bonds can be disinhibited, and acquired drive-induc-
ing power can be removed.

To make the incompatible compatible is evidently the principal
function of knowledge of the strange and wonderful, whether of the
useless kind found in the odd-facts features of magazines or of the kind
that can herald undreamed-of practical gains. It is discovered that,
after all, black swans exist, that there are ants that cultivate crops, that
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somebody once wrote a full-length novel without using the letter e
even once, that there is a mule receiving a pension from the Italian
government, or that yaws can be cured by the injections that the
white man administers.

Such knowledge is welcomed with eagerness, presumably because
high arousal is induced when anything suggestive of a bizarre or
astonishing fact is first encountered, and the arousal is diminished by
exposure to evidence that convinces of its truth. The process thus
follows the pattern of the arousal jag.

Swamping

In the second case, the subject acquires a new response tendency
that is much stronger than the conflicting tendencies and is thus able
to dominate them. In this way uncertainty ( — Y p, log2 p,) will be cut

i
down to a subthreshold quantity, since we end up with one very
strong, and two or more very weak, response tendencies, and conflict
will be eliminated.

This process is especially likely when a subject is faced with novel
combinations of concepts or with irrelevances. Irrelevant responses
are almost bound to be fairly feeble. So when a new response that is
associated with the combination as such or that is otherwise relevant
to the problem is hit upon, it will readily preponderate over them.

It may be best to take a specific example. If a person with no
special knowledge of marine biology is asked, or asks himself, "How
does the starfish eat?" he will have no associations available that are
peculiar to the thought of a starfish eating. The most likely responses
are thus going to be those associated with eating, and those associated
with the starfish. "Eating" will predominantly evoke thoughts about
vertebrates inserting edible objects into holes in their faces, and this
will be recognized as inapplicable to the starfish, which does not
appear to have a face. "Starfish" will evoke thoughts derived from
memories of pictures of starfishes, which are usually of the dorsal
surface and so include no feature that seems pertinent to eating.
The subject may even find himself completely at a loss and allow his
fancy to wander farther and farther from any line of thought that
could lead to a solution. When, however, he has ascertained that
the starfish has an aperture on its ventral surface and that its stomach
emerges through this aperture to envelop prey, he has some strong
associations that will in future be called up by the unified concept
of an eating starfish and will exclude the less apposite thoughts that
would have occurred earlier in the same context.

The emergence of a new prepotent line of association may
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mitigate not only conflicts due to irrelevance but also conflicts due
to contradiction or occlusion. Swamping by a new response sequence
will, of course, be most easily established when the other, conflicting
responses have yielded to some degree of extinction through failure
to bring a solution nearer.

Disequalization

Conceptual conflicts, like other conflicts, can be reduced by in-
creasing the difference in strength between competing response
tendencies, i.e., strengthening one, weakening the other, or both. In
other words, one of the contestants is made to win the competition
or, at least, to have the upper hand. Situations where perplexity
conflicts are attenuated by eliminating some of the alternatives are
cases in point. Disequalization is, no doubt, the commonest way in
which conceptual conflicts are allayed by the absorption of new knowl-
edge. There is usually some measure of perplexity commingled with
conflicts of the other types.

More often than not, a fact of which one becomes newly aware
is one that could have been specified as a possibility beforehand. A
sophisticated human adult probably meets few problems in his every-
day life for which he cannot supply guesses at a solution. To acquire
knowledge and to feel the lack of knowledge, one must generally
have some knowledge to begin with. Only the expert in a field can
tell where information is lacking and use observations or verbal
formulas which would mean nothing to the uninitiated to fill in the
gaps-

Information, in the technical sense, cannot be received without
having an information space already set up; the signal that appears
must belong to one of a number of alternative classes that might have
appeared, and it must have a probability allotted to it. But one must
already be in possession of information before one can establish an
information space, since the space must itself be selected from a set
of alternative information spaces.

So knowledge relieves uncertainty by strengthening one expectation
at the expense of the others and relieves doubt by confirming or dis-
counting the belief in question.

Herein may lie the answer to the problem about the explorer that
we raised in the last chapter. It is true that the explorer can im-
mediately picture himself on the other side of the stream, as the
logician or mathematician can, from the start, repeat to himself the
expression that is to be proved. But these thoughts cannot be
entertained with conviction, i.e., the corresponding symbolic responses
are overlaid with conflict-inducing inhibition, unless they can be
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preceded by the discovery of a valid solution. Only when the explorer
has conceived of a chain of events that would in fact place him and
his party beyond the stream, or the logician has worked out a valid
proof, can the representation of the desired result be released from
inhibition and conflict eliminated.

Confusion may be resolved similarly. Knowledge about hidden
properties of an object may make clear to which class it should be
assigned and which svmbolic label should be attached to it to govern
secondary generalization and discrimination. Knowledge of measure-
ments that cannot be estimated at a glance may show where an entity
should be placed in an ordering (Berlyne 1960).

Disequalization can plainly be achieved by other means than the
acquisition of knowledge, some of which are analyzed by Abelson and
by Festinger, e.g., denial, bolstering, obtaining social support for
beliefs that are held with some misgiving, seeking out stimulus situ-
ations that are likely to reinforce such beliefs and keeping away from
those that might implant doubt.

EXPERIMENTAL EVIDENCE

Conceptual Conflict and Indexes of Arousal

As we saw in Chapter 7, there is evidence that indexes of arousal,
like alpha-wave blocking and the GSR, are especially marked when
subjects meet with experiences that are surprising or hard to under-
stand. It is usually impossible to say how far conflict between symbolic
responses may be behind this reaction and how far it is due to the
interplay of other, more immediate and primitive, responses.

Conflict among symbolic responses can be identified with more
confidence as the responsible agent when manifestations of high
arousal accompany intellectual effort. Setting subjects intellectual
tasks, such as problems in mental arithmetic, produces GSR (Sears
1933), the breakup of alpha activity (Berger 1930), and increased
muscular tension (Courts 1942). Wechsler (1925) said that the GSR
is most prominent when an arithmetical problem is first attacked and
subsides during later stages of calculation. Toman (1943) likewise
claimed that alpha blocking marks only the presentation of a prob-
lem and not the actual problem-solving work. Other workers have not
corroborated this claim (see Ellingson 1956), but it would fit in with
our hypotheses, since conflict should be most acute when the initial
impact of a problem arouses perplexities and divergent lines of
attack. It should be quite mild when a clear-cut computing procedure
has been selected and is being put into effect.

There have been two experiments in which the degree of conceptual
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conflict has been manipulated. In one of them, Cooper and Siegel
(1956) asked students to indicate their attitudes to each of twenty
social groups with the help of a rating scale ranging from "like in-
tensely" to "dislike intensely." Each of them then heard three state-
ments expressing favorable evaluations of groups that fell near the
middle of his order of preference and a fourth statement praising the
group that ranked lowest in his esteem. This fourth statement, which
will, of course, have been most incompatible with the subject's own
beliefs, produced significantly greater GSRs than the other three.

The second of these experiments was performed by Berlyne (un-
published). Thirty-two adjective-noun pairs were selected from a list,
kindly supplied by Dr. J. T. Jenkins, in such a way that half of the
pairs (e.g., "devilish butter," "beautiful abortion") had components
that were far apart in Osgood's "semantic space," i.e., they produced
highly divergent responses on the semantic-differential test of mean-
ing (Osgood, Suci, and Tannenbaum 1957). The other half (e.g.,
"green butter," "beautiful lady") had components that were close to-
gether, i.e., they produced highly similar semantic-differential re-
sponses. Each subject was given eight high-distance and eight low-
distance pairs in a random order. He was instructed to treat each
pair as a unified concept and carry out the semantic-differential test
on it.

It was found that subjects took slightly but significantly longer to
complete the ratings for the high-distance pairs. We can presume that
the adjective and the noun in high-distance pairs induced conflict by
inclining each rating response in discrepant directions, and, as we have
noted before, a lengthening of reaction time is known to result from
other types of conflict. At the end of the experiment, each pair was
presented to a subject who had not had it in his list during the earlier
phase, and he was asked to estimate how likely it was that the adjective
would apply to the noun, e.g., how likely, in some sense, butter is
to be green or an abortion to be beautiful. The likelihoods were
rated significantly lower for high-distance pairs, verifying that their
components were related in a way that should make for conceptual
conflict of the incongruity type.

Conceptual Conflict and Intrinsic Epistemic Curiosity

An endeavor to explore some relations between conceptual con-
flict and epistemic curiosity was made in another experimental project
by Berlyne (1953, 1954&, 1954c). The first objective was to verify
that curiosity can be intensified simply by putting questions to subjects.
There was an experimental group that received (1) a prequestionnaire
of forty-eight questions about invertebrate animals, each followed by
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two alternative answers between which a choice had to be made, (2)
a list of seventy-two statements about invertebrate animals, including
answers to all the questions in the prequestionnaire, and (3) a post-
questionnaire consisting of the questions of the prequestionnaire in
a re-randomized order but without the answers, so that answers had
to be supplied by the subjects. A control group underwent exactly
the same procedure except that the prequestionnaire was omitted.

The outcome was that the experimental group supplied a mean of
32.4 correct answers in the postquestionnaire, as compared with 27.2
for the control group. The difference was significant and was taken
as evidence that questions heighten epistemic curiosity, facilitating the
retention of facts that answer the questions when they are subse-
quently encountered.

The exact mechanism by which this takes place is impossible to
specify with present knowledge. The recognition of the answer may
cause the question to be recalled, rearousing the curiosity, the curiosity
may be revived in some other manner, or it may persist in some form
between the putting of the question and the receipt of the answer.
Be that as it may, the rehearsal of the answer by the subject will
reduce the curiosity to a subthreshold value, furnishing reinforce-
ment for the learning process. The higher the initial level of curiosity,
the greater the curiosity reduction and thus the more effective the
learning is likely to be.

There was evidence that questions intensify, not only specific curi-
osity directed at their answers, but more general curiosity about their
topic. At the end of the experiment, subjects were asked to indicate
which of the twelve animals that had figured in the questions they
would like to know more about. The experimental group, which, it
will be remembered, differed only in having had the prequestionnaire,
marked off significantly more animals than the control group (a mean
of 5.4 as compared with 3.4).

The next objective was to ascertain which classes of questions
aroused more curiosity than others. This was done in two ways. The
proportions of correct answers retained by the experimental group
were compared for different classes, and the subjects were also re-
quired to mark the three questions out of each consecutive set of
twelve in the prequestionnaire whose answers they would most like to
know. These two measures of curiosity, which we shall call the
retention test and the marking test respectively, turned out to have
a highly significant measure of agreement.

The disturbing effects of previous knowledge were controlled for by
two expedients. First, subjects in the experimental group were told
to indicate which questions they felt they could answer with certainty;
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these questions were then omitted from consideration. The data for
the control group were likewise adjusted on the assumption that they
would, on the average, have known the same numbers of answers.
Secondly, half of the answers provided in the list of statements were
untrue, the subjects being dehoaxed afterwards, so that previous
knowledge would hinder retention as often as it would help.

Predictions concerning the effects on curiosity of two of the deter-
minants of degree of conflict (C), namely the number of competing
response tendencies and their degree of incompatibility, were sup-
ported.

Number. If questions give rise to divergent and conflicting trains
of thought, the concepts figuring in the question must have associations
already attached to them, i.e., they must be familiar to the subject.
Starting from this assumption, it was hypothesized that questions about
animals that subjects had heard of would arouse more curiosity than
those about unfamiliar animals. This hypothesis was examined by
presenting subjects of both groups with a list of the twelve animals
that would figure in the experiment, before it began, and having them
rate them for familiarity. Questions about more familiar animals
aroused significantly more curiosity according to both tests. The control
group showed a tendency to recall statements about more familiar
animals more readily, but statistical analysis confirmed that there was a
curiosity-increasing effect of questions about more familiar animals
over and above this tendency.

The number-of-competing-response-tendencies variable received a
more direct test in an earlier experiment that used the same general
procedure. There the retention test showed multiple-choice questions
with four alternatives to arouse more curiosity than ones with two
alternatives.

Degree of Incompatibility. During the prequestionnaire, experi-
mental-group subjects were instructed to indicate which questions
surprised them, and the marking test showed subjects to be more
desirous of knowing the answers to these than to other questions.

A further test was made by calling on a group of thirty judges,
taken from the same population as the subjects. They received a list
of eight of the animals figuring in the experiment (two fictitious and
two highly unfamiliar animals were omitted). Opposite the name of
each animal were four phrases, representing the predicates implied
by the four questions about each animal in the questionnaire. The
judges had to mark off the two phrases that seemed least likely of
the four to fit the animal concerned. The marking test revealed that
the two questions per animal incorporating the predicates that the
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judges deemed least applicable were more curiosity-arousing than
the others.

Conceptual Conflict and Extrinsic Epistemic Curiosity

An experiment by Irwin and Smith (1957) is highly instructive
with respect to the part that conceptual conflict plays when knowledge
is sought for the sake of some extraneous reward. They used packs of
cards, each bearing a positive or a negative number. Subjects were
allowed to see as many cards as they wished, but a small charge (•£
cent in some cases and 1 cent in others) was made for each card
that they saw. After seeing as many or as few cards as they chose,
they were to conclude the session by guessing whether the mean of
the numbers in the whole pack was positive or negative. A prize,
amounting to 50 cents for some and $1 for others, was received if
the guess was correct.

At each point in the experiment, therefore, subjects had to decide
between seeing one more card, which meant a gain in information
but a slight monetary loss, or venturing a guess about the mean and
thus securing or forfeiting the prize. The motivation to see a card
can be classified as epistemic curiosity, since the resulting stimulus
pattern was clearly sought neither for its own sake nor, in most cases,
for the guidance of some immediate response. The information the
card bore was generally stored in the form of a modification of
internal symbolic representations which determined overt behavior,
i.e., a guess, after quite a lapse of time.

The response of looking at a card was obviously actuated by the
perplexity conflict between guessing "positive" and guessing "nega-
tive." When a guess had been formulated, there was also conflict
between the tendency to voice it, motivated by hope of winning the
prize, and the tendency to withhold it, motivated by fear of losing.
The additional conflict, between asking for another card and stating a
guess, was not one that could be resolved by acquiring more knowl-
edge.

The only way to reduce the first two conflicts would be to see all
the cards, and subjects would undoubtedly have waited to see them
all, were it not for the cost imposed. It is only to be expected, there-
fore, that more cards would be looked at when the cost was \ cent
than when it was 1 cent, and this was indeed found.

But, if the cost is held constant, the number of cards looked at
tells us how much information it took to reduce epistemic curiosity
to the point where it could no longer outweigh the reluctance to pay.
Since degree of conflict depends on the absolute strength of compet-
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ing response tendencies, the prospect of a $1 prize should induce a
more intense desire to win and a more intense fear of losing than
a 50-cent prize, which means a higher level of initial conflict and
curiosity. It is not surprising, therefore, that the higher prize led
subjects to look at significantly more cards.

The rate at which perplexity is relieved by disequalization would
vary inversely with the absolute value of the mean (its distance from
zero) and the standard deviation of the numbers on the cards. And
more cards were, in fact, seen when the mean was (plus or minus)
0.5 than when it was (plus or minus) 1.5 and when the standard
deviation was 7.5 than when it was 2.0.

Irwin and Smith also arranged for their subjects to rate the
confidence with which they made their guesses. This is of particular
interest to us because of the likelihood that a rating of confidence
reflects the degree of doubt conflict. Subjects who paid ^ cent per card
recorded more confidence than those who paid 1 cent; they could
afford to pay for enough information to reduce their doubt and curi-
osity to a lower level before committing themselves to a guess. It is
even more instructive that confidence was greater when the mean
was farther from zero and when the standard deviation had the
lower value, which means when the numbers borne by the cards
were able to diminish uncertainty more effectively.

Other pertinent data are yielded by a somewhat similar experiment
carried out by Becker (1958). The epistemic response consisted of
pressing a switch, which caused one or the other of two counters to
advance a unit. Subjects were provided with descriptions of two to
five populations, from one of which, they were told, the items of
information (i.e., the movements of the counters) were selected. The
populations differed in the proportions of left-counter and right-
counter items that they contained.

After pressing the switch as many times as they wished, the sub-
jects were to guess which population the items actually came from.
They were put through a series of such problems and were given to
understand that their chances of winning a monetary bonus depended
on the ratio that the excess of correct over incorrect guesses bore
to the number of items of information drawn.

More epistemic responses were performed when the problem was
a hard one, requiring discrimination between a population with
3,000 left-counter items and 3,000 right-counter items and a 4,000/
2,000 population, than with an easy problem, involving discrimination
between a 3,000/3,000 and a 1,000/5,000 population. Furthermore,
the number of epistemic responses increased with the number of
alternative populations to be considered. These are conditions in
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which, respectively, the opposing guessing responses would be more
nearly equal in strength and more numerous, and thus conflict would
be more intense.

Both experiments thus corroborate our supposition that collative
variables will not only govern intrinsic epistemic behavior but even
contribute to the motivation of extrinsic epistemic behavior.

CONCLUSIONS

The study of exploratory behavior, as we have already seen, forces
on our consideration a whole spate of basic theoretical questions re-
lating to motivation and learning in general, Epistemic behavior,
forming an even more uncharted region, must likewise raise wider
issues and, in particular, make us conscious of the deplorable neglect
from which the motivational aspects of intellectual activity have
suffered.

Some reconsideration of the motivations and reinforcements affect-
ing symbolic learning is demanded, to cite an illustrative experiment,
by Porter's (1957) finding that the learning of a verbal response is
not facilitated when it is immediately followed by cessation of an
electric shock. Pain reduction is, of course, known to be quite a
powerful reinforcing agent for nonverbal responses in human beings
and animals. And many motivational conditions, e.g., monetary rewards
and social approval, are capable of affecting verbal learning (see
Young 1936). But the corresponding motivational states must work
through symbolic representations, which means that such factors as
uncertainty and conceptual conflict might play their part.

In case we may seem to be hankering unnecessarily after new
problems, we may cite some recent conclusions of Piaget (1957),
inspired by long investigation of intellectual development in children.
Intellectual development embraces a number of attainments, amount-
ing to new ways of organizing responses, symbolic and nonsymbolic.
The child arrives at more and more roundabout techniques for solving
practical problems, at perceptual constancies (e.g., of shape, size, and
brightness), and at conceptual constancies (e.g., of the object, of
quantity, of space, of time). He acquires the practice of systemati-
cally varying his fixations so as to counteract the illusions and dis-
tortions to which the nonhomogeneity of the perceptual field is apt
to lead. Most important and striking of all, he gradually builds up
more and more powerful and coherent logical structures, permitting
him to conduct his thought processes with maximum flexibility, com-
bined with consistency of outcome. It is noteworthy that, once a child
is in possession of a logical structure, he does not usually justify a con-
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elusion by mentioning experiences of external events that show that it
happens to be true; he appeals to inference from general principles and
evinces a conviction that what he says has to be true.

Piaget contends that the nature of these phenomena compels the
conclusion that the course of development is governed not only by
maturation and by pressure of environmental events but by a further
class of factors that he calls "equilibrium." Equilibrium can exist in
varying degrees, but there is an inexorable, autonomous movement
toward better and better equilibrium as the child matures. He gives
up his earlier and cruder ways of perceiving and thinking because he
finds that they lead to surprises and frustrations, since the expectations
which they generate often turn out to be erroneous and frequently
leave him unable to anticipate what is going to happen next. As his
nervous system develops, he is able to adopt more advanced ways
of perceiving and thinking which permit him to have greater confi-
dence in his judgments and to make predictions in more and more
contexts.

We may reinterpret Piaget's view by regarding what he calls
equilibrium as a class of hitherto overlooked sources of drive and
reward propelling the learning processes that give rise to general-
ized habits of perception and thought. The drive states that are
fomented by disequilibrium arise not out of visceral disturbances or
aversive external stimuli, but out of unsatisfactory relations between
the subject's own responses. Changes in behavior that remove dis-
equilibrium are ones that avert surprise and uncertainty. Ability to
recognize and respond to invariants amid the shifting appearances of
objects must diminish complexity and moderate the impact of change.
So, once more, we find testimony to the importance of conceptual
conflict.

Work on simulation of intellectual processes with computers fur-
nishes another view of the matter. Pursuit of the analogies between
computers and brains has helped to obscure the necessity of consider-
ing motivational aspects of thinking, since current computers, like
human subjects in psychological laboratories, have the experimenter's
motives artificially instilled in them. But the recent movement toward
a more flexible use of the computer, approaching the more creative
forms of human thought, must unavoidably bring up the problem.

For example, Shaw, Newell, Simon, and Ellis (1958) have dis-
cussed how a machine should be constructed to function as a general
problem solver, a device that would simulate a wide range of intel-
lectual feats from proving theorems to playing chess. The machine, as
conceived by them, and the programs with which they have success-
fully converted existing computers to such uses, involve the following
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elements: (1) a representation of the essential properties of a so-
lution, (2) a representation of the data that are initially given, (3) a
means of selecting some of these initial data and performing specifi-
able operations on them to yield new data, and (4) a device for com-
paring the products of these operations with the representation of
the solution, and noting wherein they fail to match.

Element 4 is what corresponds to the mechanism of epistemic curi-
osity. It works through the equivalent of conceptual conflict, and its
function is an eminently motivational one; its recognition of match or
mismatch determines whether the search for a solution ends or con-
tinues, and its characterization of the mismatch determines the direc-
tion in which the search for a solution is pursued. Future research
may well be aimed at devising a problem-solving machine that will
improve its technique in the light of its experience. The reduction
of mismatch or conflict would then have to be the reinforcing agent,
causing the immediately preceding operations to move up in the
machine's order of precedence.

It is, after all, fairly obvious that conceptual conflict must underlie
the notions of truth and falsity. Modern philosophers have empha-
sized that truth and falsity are properties not of facts but of sentences,
i.e., of representations of facts. They have also distinguished two
senses in which a sentence can be true (e.g., Carnap 1936-1937). It
is synthetically true or P-valid if, like the truths of science, it agrees
with external reality. It is analytically true or L-valkl if, like the truths
of mathematics or logic, it cannot be denied without contradicting
rules that govern the use of language. Neither of these notions could
have arisen, nor could have any value, if discrepancies between
symbolic processes—between the response to an empirical statement
and the response to an observation of nature, or between the response
to a logicomathematical formula and the response to an axiom or
rule of inference—did not produce special psychological discomforts
and impel a quest for other, less dissatisfying representational pat-
terns.

The doubts that several writers (e.g., Pap 1953, Apostel, Mays, Morf,
and Piaget 1957) have, on both logical and psychological grounds,
expressed about the sharpness of the analytic-synthetic dichotomy
can only lend further weight to our contention that the two criteria
of truth have roots in related motivational processes
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